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Abstract: Linguistic modeling of the writing process has gained in importance in recent years. 
Existing models, both from a linguistic perspective focusing on syntactic analyses as used in natural 
language processing and from writing research, are insufficient to actually linguistically explain 
what authors do when writing and revising. Writing is linear in time, but writers are free to move 
to any point in the text produced so far whenever they want, thus producing specific parts (e.g., 
sentences) in a non-linear fashion. However, the final product is a linear sequence of sentences. 
We therefore can interpret writing texts as a sentence-driven process. In this new framework, this 
article proposes a model of the production of sentences during writing. This sentence-centric 
model builds on existing considerations of transforming sequences, bursts and revisions, and takes 
into account aspects of linearity and non-linearity on the sentence level. We present a working 
implementation (available as open source software) and show which information can be gained 
by the resulting analyses in a small case study. 
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1. Introduction 

With the widespread availability of computers usable for writing in the 1980s, writing 
research started to investigate how word processing supports or hinders specific strategies 
for writing in general and for revising in particular, compared to writing on paper (e.g., 
Faigley & Witte, 1981; Collier, 1983; Fitzgerald, 1987; Haas, 1989; Lutz, 1983; Piolat, 
1991). Daiute and Taylor (1981) and Bolter (1989) argued that computers would allow 
writers to freely alter linguistic units instead of being forced to type one character after 
the other as when using a typewriter. Several decades into writing research, as a field we 
still struggle to systematically explore how writers actually tackle linguistic units like 
phrases and sentences. 

On paper, revision traces give indications as to which parts were revised and how 
(e.g., Mahrer & Zuccarino, 2025), but the sequence of comments and edits cannot be 
reconstructed. When using a word processor, keystroke logging makes it possible to track 
and thus to reconstruct all of the writer’s actions. S-notation (Kollberg, 1998) is now 
widely used as a standard way for (automatically) annotating higher level actions (delete, 
insert) beyond single characters. More importantly, it provides the sequence of these 
actions performed by the writer to arrive at the resulting product, the final text. 

With S-notation available, the question arose as to whether writing should be 
considered a linear or non-linear activity. (Severinson Eklundh, 1994) raises some 
research questions, in particular concerning linearity and non-linearity as characteristics 
of local vs. global revisions, but the article is today mostly regarded as merely an early 
proposal for S-notation. 

The problem, however, is the rather informal definition of non-linearity as “repeated 
insertions of sizable chunks of texts at a large distance from the current point of 
inscription” (Severinson Eklundh, 1994, p. 212), and of “linearity” as the composition of 
the text “in the order of its final presentation” (Severinson Eklundh, 1994, p. 203). Since 
the latter is unrealistic, it is admitted that typically “some revision occurs during the 
composing session” (Severinson Eklundh, 1994, p. 203). 

Kollberg and Severinson Eklundh (2002) expected the automatic identification of 
revision episodes based on S-notation to become a way of “gaining access to complex 
revising patterns which may relate to task constraints and individual differences between 
writers” (Kollberg & Severinson Eklundh, 2002, p. 103f), but they stressed that it “needs 
to be combined with other information sources to lead to an understanding of composing 
processes.” While promising at the time, the approach fails to abstract from low-level 

operations, and complementary high-level interpretations are difficult to formalize. 
As far as time is concerned, writing is always linear: one can only perform one action 

after another—be it the production or deletion of a character or a larger unit. It is not 

possible to go back in time or to skip some minutes. However, if we consider the 
document or the writing space, writing can be considered non-linear, as the writer is free 
to go back and revise what they have already produced. Though temporally, these actions 
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take place one after the other. Cislaru and Olive (2018) distinguish chronological and 
spatial linearity and interpret revision as a general activity that maintains chronological 
linearity but disrupts spatial linearity. So writing is linear in time and non-linear in space. 

Linearity and non-linearity are thus in some sense a false dichotomy, and Severinson 
Eklundh (1994, p. 204) notes that in fact, “it seems reasonable to view the property of 
linearity on a continuous scale along which writing sessions may be placed, assuming 

that a variety of factors may influence the order of text production.” Discovering writing 
strategies or revision patterns with a focus on the whole text (or the text-produced-so-far 
at specific points during writing) is difficult and has not yet produced satisfactory results 

in terms of linearity and non-linearity, as Buschenhenke et al. (2023) show. 
From another perspective: some specific units, such as single sentences, can be 

produced both rather linearly—all revisions take place continuously—or non-linearly, 

when the writer moves the point of inscription elsewhere between revisions of one 
sentence and then returns later. Producing a specific burst—what could be seen as chunk 
of text—, respects both linearities, time and space (Cislaru & Olive, 2018). So non-

linearity of writing should be defined as discontinuous writing of a unit—i.e., a burst or 
chunk or sequence of characters, a sentence. Additionally, “sizable chunks of texts” as 
used by Severinson Eklundh (1994) is a rather vague concept that cannot be properly 

operationalized for use in analyses or models. Sentence, however, is an established term 
in linguistics and is also used in natural language processing (NLP)—i.e., it can be 
operationalized. Therefore, we use sentences and parts of sentences as reference points. 

Gardiner (1922) remarks: “If we were in the habit of thinking in finished sentences, 
surely the difficulty which is often found in formulating a thought would not be 
experienced at all.” We apparently do not think in finished (or syntactically complete) 

sentences, but do we write this way? 
According to Gardiner (1922), the sentence “always seems in a certain measure 

‘satisfactory’ – satisfactory, that is to say, inasmuch as it is self-sufficient and complete 

psychologically and socially.” Following this definition, ending a sentence may be 
interpreted as a result of achieving a sense of completeness by the writer. It is thus the 
writer’s decision that we can track on the surface of the evolving text. The sense of 

completeness might be temporary, but at the moment of typing the final punctuation 
mark, it is present and can be recorded. 

Research on bursts has a long tradition, starting with Kaufer et al. (1986), and there 

exist several elaborate models and taxonomies of bursts (Baaijen & Galbraith, 2018; 
Conijn et al., 2021, e.g.; Hayes, 2009). Already Hayes (2009) uses a combination of 
temporal and production mode information to distinguish bursts. Conijn et al. (2021) 

propose to look both at pausing behavior and specific actions before and after a pause. 
Baaijen and Galbraith (2018) differentiates between bursts that start and end with a pause 
(P-bursts), bursts terminated by revision activities (R-bursts), and bursts starting with 

moving the point of inscription (I-bursts). These concepts coincide partly with the 
concept of transforming sequences based on versions triggered by change in production 
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mode or point of inscription: if temporal aspects are considered, a transforming sequence 
can be interrupted by pauses and split into sub-sequences of the same type (append, 
deletion, insertion, etc.). 

Bringing both perspectives together—writing as producing sentences and writing as 
a sequence of bursts—, we observe that: (1) writing bursts (Kaufer et al., 1986) and 
revision episodes (Kollberg & Severinson Eklundh, 2002) can be “interrupted” by final 

punctuation marks signaling a certain completeness of thoughts within a burst or episode; 
and (2) producing a single sentence can be interrupted by pauses and revisions signaling 
cognitive activities such as planning or evaluating. 

Producing sentences as a specific linguistic unit can thus be interpreted as one layer of 
the writing process, while bursts and revisions can be seen as another layer. Observations 
collected through sentence-centric modeling of writing—i.e., focusing on one layer—

can be mapped onto writing bursts and revision episodes—i.e., the other layer—, aligned 
by a common timeline. This mapping or projection can in turn facilitate the identification 
of syntactic structures within bursts and revisions as units embedded in the context of 

whole sentences and this way lead to a better understanding of linguistic production. 
Gaining insights into text production at the sentence level allows us to measure low-level 
fluency of writing and this way helps diagnose issues and improve writing feedback (Dux 

Speltz & Chukharev-Hudilainen, 2021). It also creates an opportunity to investigate the 
relationship between linguistic production and writing quality and development 
(Crossley, 2020).  

 
In this article we present a new approach for sentence-centric analysis and modeling of 
writing based on keystroke logging data: 

1. We analyze text production and revisions as sentence-driven processes, i.e., 
each action performed by the writer is interpreted and presented as a step 
towards realizing one or more complete sentences. The proposed framework 

combines versions of evolving texts and their differences as constituted by a 
change in production mode or displacement of the current point of inscription, 
explicit information on sentence fragments and their status during writing, and 

temporal aspects and bursts. This combined perspective reflects how the 
sentence production process is interrupted by writing mode switches and 
pauses, and impacted by non-linearity. 

2. Focusing on single linguistic units of the overall text—i.e., sentences—and their 
evolution during writing, we propose the sentence production cycle. This view 
follows from and is rooted in the interpretation of writing as a sentence-driven 

process. We model production and revision of single sentences, allowing us to 
track the evolution of an idea into a complete sentence. 

The rest of the article is structured as follows: First we report on related work concerning 

modeling of writing with a focus on linguistic structures in section 2 and then outline our 
theoretical reflections that result in the proposal of sentence-centric modeling of writing 
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in section 3. In section 4, we present an implementation of sentence-centric modeling of 
writing processes as open-source tool by extending the existing application THEtool 
(Mahlow et al., 2024) and perform an evaluation of the implementation in section 5. As 

a proof of concept, we report on a use case in section 6, performed on keystroke logging 
data collected over several writing sessions of bachelor students writing in German. The 
article ends with conclusions and an outlook for future work and applications in 

section 7. 

2. Related work 

During writing, sentences are typically assembled from sentence segments, as described 
by Kaufer et al. (1986). The question about the role of sentences as linguistic units during 
writing has not been conclusively answered so far, although there have been attempts to 
transform writing process data into linguistic units for further research purposes. 

Leijten et al. (2012), Leijten et al. (2015), and Leijten et al. (2019) aggregated process 
data from the keystroke level to the word level and presented a module for analyzing 
writing process data with natural language processing (NLP) tools. Tracking revisions at 
the word level only can already yield important insights on the writing process (see, e.g., 
Serbina et al., 2017, on word class changes during production). Mahlow et al. (2024) 
and Miletic et al. (2022) investigated linguistic structures beyond words, i.e., sentences. 
Miletic et al. (2022) proposed a methodology for semi-automatic keystroke log 
annotation, which relies on reconstructing and annotating intermediate versions of the 
text. While this approach does provide a wider linguistic context, basing the 
methodology on the whole text as a unit of analysis makes it more difficult to identify 
evolution within individual sentences across different text versions. Mahlow et al. (2024) 
presented a method and a tool for fully automatic analysis of keystroke logging data and 
extracted intermediate text versions aggregated as text history. From this, they extracted 
all intermediate versions of all sentences and aggregated them in corresponding sentence 
histories. All intermediate drafts of each sentence can be parsed with NLP tools to 
investigate the evolvement of the text on the syntactic level. 

Keystroke logs have been extensively explored focusing on the role of pauses in 
writing (Alves et al., 2007; Foulin, 1995; e.g., Matsuhashi, 1981). Pauses are used to 
segment writing process data into bursts (Chenoweth & Hayes, 2001). There is evidence 
that pauses are cognitively motivated (Olive, 2012) and that there are specific relations 
between distribution and duration of pauses defining bursts on the one hand and the 
linguistic content—and thus syntactic structure—that is being produced on the other 

hand (Immonen & Mäkisalo, 2017; Medimorec & Risko, 2017). Kaufer et al. (1986), 
Hayes (2009), Olive and Cislaru (2015), and Cislaru and Olive (2018) investigated the 
syntactic structure of bursts as a mapping of production data in form of bursts and 

linguistic structure. Ivaska et al. (2025) focused on pauses in and between words as 
indicator for proficiency when writing in an L1 and L2. 
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Cislaru and Olive (2018) manually examined syntactic properties of bursts and 
showed that bursts do not generally coincide with traditionally accepted syntactic 
structures. The bursts they observed are highly heterogeneous and more than 50% are 

syntactically incomplete. Some of these incomplete structures are identified as recurrent 
and potentially having specific functions in the writing process. The authors argued for 
the status of bursts as units of linguistic production as opposed to units of linguistic 

reception (Cislaru & Olive, 2018). Gilquin (2020) examined bursts through the lens of 
Construction Grammar and found that some—but not all—bursts correspond to units 
considered constructions in linguistics. Using robust statistical analysis, Feltgen et al. 

(2022) and Feltgen et al. (2023) showed that there is a relation between the linguistic 
content being produced and the segmentation of the writing process data into bursts. 

Note, however, that both Cislaru and Olive (2018) and Gilquin (2020) based their 

work on a manual examination of a relatively small set of data. Feltgen et al. (2022), 
Feltgen et al. (2023), and Feltgen & Lefeuvre (2025) focused on phenomena that are 
represented by simple wordlists (the conjunction et (‘and’) and the clitic subject in 

French, respectively) and therefore relatively easy to track in a corpus. 
We extend those ideas to develop sentence-centric modeling of the writing process 

as presented in the following section. 

3. Sentence-centric models of writing 

Modeling writing from a sentence-centric perspective interprets writing as a process of 
producing sentences that together form a text. Each action performed by the writer is a 
step towards realizing one or more complete sentences. Modeling this process means 
investigating each transformation of the text for its impact on sentences. 
In this article, we present a sentence-centric model of writing: We understand writing a 
text as a sentence-driven process. In this framework, we propose a model to analyze 
the production of individual sentences in a sentence production cycle. This cycle covers 
the transcription of an initial idea (or parts of it) through completion and potential revision 
of the sentence and intermediate fragments to its eventual realization as present in the 
final product, including its complete removal. 

This model allows us to consider specific isolated parts of the writing process: an 
individual sentence or events during a shorter period of time. The sentence production 
cycle does not account for relations between sentences but handles every sentence 
individually. Modeling the entire writing process as sentence-driven takes into account 
relations between sentences and their position in the text—both in the text produced so 

far (TPSF) during writing as well as in the final product. The model focuses exclusively 
on behavioral and thus directly observable actions and data: acts performed by the writer 
with their writing tool (e.g., keyboard and mouse) and visible effects of these acts to the 

text (e.g., on the screen). 
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In the following sections, we first explain basic concepts used as foundations 
(section 3.1) and then explain the model in detail (sections 3.2 and 3.3). In section 4 we 
report on the first attempt to implement the model computationally. 

3.1  Basic concepts 

Text history and transforming sequence 
Following Mahlow et al. (2024), we use the concept of text history—extracted and 
reconstructed from writing process data—as basic source of information about the 
evolution of the whole text during writing. The text history contains all intermediate 
versions of a text. We follow Mahlow (2015) and define a version as the current TPSF 
when a change in production mode (append, delete, insert, paste, replace) occurs, or 
when the writer moves the point of inscription; for example, systematically going through 
a TPSF and inserting a comma before “and” will result in several versions at each new 
instance, even though the action is always insertion—i.e., no change in production 
mode—and could thus be understood as linear revision. 

Two adjacent versions differ on the surface: the current version is shorter or longer 
than the previous one as the writer removed or added at least one character. This visible 
difference results from preceding actions carried out by the writer and can be recorded 
as process data. Both elements—the difference as observable on screen, as well as the 
sequence of keystrokes involved—constitute the transforming sequence, which is 
detected through the analysis of writing process data. It also includes temporal 
information and could be enriched with additional information from other sources. 

 
Sentence produced so far (SPSF) 
As proposed by Ulasik and Miletić (2024), each text version—i.e., each TPSF—can be 
segmented into one or more sentences produced so far (SPSF). Like the whole text, each 
sentence of this text has a distinct length and content at a given moment in time. A TPSF 
is thus an ordered sequence of SPSFs. We distinguish two types of SPSFs: (1) sentences 
(SEN), i.e., complete and correct sentences, and (2) sentence candidates (SEC), i.e., 
fragmentary or incorrect sentences (for details see Ulasik & Miletić, 2024). The distinction 
is based on both observable behavioral data (recorded as keystrokes) and the text itself 
as the visible result of the writing process at a given moment. 

In the remainder of this article, we will use the abbreviation SEN to denote a sequence 
of characters fulfilling the specific sentence definition by Ulasik and Miletić (2024), 
notably correctness and completeness. We use the term sentence in the wider sense of 
a unit of meaning produced during writing in general. 
 
Sentence histories 
All versions of a particular sentence (i.e., all detectable intermediate SPSFs) constitute its 
sentence history (Mahlow et al., 2024). Sentence histories are extracted from text 
histories and can be stored as hierarchical data structures and further enriched with, e.g., 
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POS information or aggregated time. As text histories and sentence histories are stored in 
a similar data structure, we can perform similar analyses for SPSF as for TPSF: The 
difference between two SPSF can be extracted on the surface level (product data), and 

the corresponding writer’s actions (process data) are available, too. We can refer to those 
as sentence transforming sequences. Note that actions may include the complete 
removal of this sentence, so that it will not be visible in the final product. 

Additionally, note that versions of sentences mean that if 𝑉௜ሺ𝑆௡ሻ is a particular 
version 𝑉௜ of the sentence 𝑆௡, and 𝑉௜ିଵ and 𝑉௜ାଵ are the preceding and following versions, 
respectively. Contrary to the versions of the text as stored in the text history, the sequence 

of versions is not strictly contiguous: 𝑉ଶሺ𝑆௡ሻ always follows 𝑉ଵሺ𝑆௡ሻ, but the writer might 
have produced or revised other sentences in between. Therefore, each sentence history 
consists of a set of sentence transforming sequences and contains a unique sentence ID 

and the specific TPSF ID for each stored SPSF. 

3.2  Modeling writing as a sentence-driven process 

Sentences are typically constructed “from proposed sentence parts in a complex activity 
involving idea generation, evaluation, planning, and reading the text produced so far” 
Kaufer et al. (1986). Modeling writing as a sentence-driven process thus allows us to 
trace and track this process on the syntactic level. Each action performed by the writer 
is interpreted as a step towards realizing one or more complete sentences. The model 
comprises three layers: the transformation layer, the sentence layer, and the burst layer, 
which can be mapped or projected onto each other (see Figure 1). 

The starting point is the text history extracted from writing process data. Two adjacent 
versions of the TPSF differ by a transforming sequence (see 3.1). These transforming 
sequences constitute the transformation layer. The derivation of more abstract and 
intentional (or semantic) editing operations can be done by interpreting annotated 
process data, i.e., by analyzing the transformation layer. One example are revision 
episodes as defined by Kollberg and Severinson Eklundh (2002): They distinguish three 
classes of episodes of revision based on the location of revision and the interleaving of 
revisions: (a) episodes with multiple revisions at the same cursor position, (b) revisions 
that are interrupted by another revision, and (c) interruption of the current writing process 
to edit a passage that has already been written and then continue writing at the 
interruption point (Kollberg & Severinson Eklundh, 2002, p. 94f). 

Each text version in the text history can be segmented into sentences produced so far 
(SPSF). This constitutes the sentence layer. From another perspective, the writing process 
and thus the keystroke logging data can be structured into bursts. Bursts thus form another 
layer, the burst layer. 

Both the burst and the sentence layers can be overlaid on the transformation layer, 
i.e., the transforming sequence is split into complete and correct sentences (SENs) and 
sentence candidates (SECs), and into bursts. This mapping yields a combined view, at the 
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same time accounting for changes in production mode and for temporal aspects. In the 
following we look at each mapping individually in more detail. 

 

 

Figure 1. Visualization of the concept of layers and their projection on each other.  
In the burst layer: RP refers to bursts starting with a revision and  

ending with a pause; PR refers to burst starting with a pause and ending with a revision;  
PP refers to bursts starting and ending with a pause. 

 
3.2.1. Mapping sentence layer and transformation layer 
Mapping the sentence layer onto the transformation layer means identifying sentences 
and sentence fragments in transforming sequences. This allows us to identify (1) how 
many and (2) which sentence parts (SPSFs) are impacted by a specific transforming 
sequence. 

Depending on the extent of the impacted SPSFs, a particular transforming sequence 
can have one of the four scopes: (1) in-sentence, (2) uni-sentence, (3) cross-sentence, or 
(4) multi-sentence. An in-sentence transforming sequence impacts exactly one SPSF. It 
consists in either producing a SEC (sentence candidate, i.e., only a part of a sentence) or 
alternatively, revising an existing SEC or an existing SEN (a complete and correct 
sentence). A uni-sentence transforming sequence results in producing a new SEN from 
scratch. The remaining two classes always impact more than one SPSF: cross-sentence 
transforming sequences affect parts of exactly two SPSFs. A multi-sentence 
transformation impacts at least three SPSFs. 
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Additionally, it is determined which sentence parts are impacted by a given 
transforming sequence. We use the term sentence segment for denoting a sequence of 
words within a sentence and distinguish between three categories of sentence segments 

based on their position in relation to a given sentence: 
1. sentence beginning (B): a sequence of arbitrary length that starts with a 

sentence start but is not terminated by sentence-final punctuation, 

2. sentence middle (M): a sequence of arbitrary length that do neither contain a 
sentence start which contains a sentence start nor a sentence end, 

3. sentence end (E): a sequence of arbitrary length that ends with sentence-final 

punctuation but does not contain a sentence start. Additionally, a sequence 
containing both sentence beginning and sentence end is classified as a 
complete sentence (C). 

 
Table 1 gives a combined overview of patterns of sentence segments and the scope of 
the corresponding transforming sequence. Note that for the scopes in-sentence, uni-

sentence, and cross-sentence all possibilities are listed. The shortest possible multi-
sentence transforming sequences—i.e., sequences containing more than one complete 
sentence—are E-C-C, C-C-B, E-C-C-B, and C-C-C. Longer ones contain additional 

complete sentences. 

Table 1: Overview of all possible patterns of sentence segment sequences and the scope of the 
corresponding transforming sequence. 

Label Sentence segments in TS Scope of TS 

M sentence middle in-sentence 

B sentence beginning in-sentence 

C complete sentence uni-sentence 

C-B complete sentence + sentence beginning cross-sentence 

C-C complete sentence + complete sentence cross-sentence 

C-C-B complete sentence + complete sentence + sentence beginning multi-sentence 

C-C-C complete sentence + complete sentence + complete sentence multi-sentence 

E sentence end in-sentence 

E-B sentence end + sentence beginning cross-sentence 

E-C sentence end + complete sentence cross-sentence 

E-C-C sentence end + complete sentence + complete sentence multi-sentence 

E-C-B sentence end + complete sentence + sentence beginning multi-sentence 

 

 
 



473 | JOURNAL OF WRITING RESEARCH 

The following restrictions apply: 
1. In-sentence and cross-sentence transforming sequences always mean that only 

sentence segments rather than complete sentences are produced or removed. 

2. Uni-sentence transforming sequences never impact sentence segments, they 
always produce or delete one single SEN. 

 

Multi-sentence transforming sequences may contain both SENs and sentence segments. 
Following Mahlow et al. (2024), transforming sequences affect sentences by (1) 
modification, (2) deletion, (3) insertion, (4) split, (5) merge, and any combination thereof, 

see figures 2 and 3. We call these possibilities the effect of the transforming sequence. 
Note that the type of a transforming sequence (append, insert, delete, paste, replace) is 
different from its effect: as shown in Figure 2, an insertion can modify a sentence, insert 

a sentence, or split a sentence.  
To summarize, mapping the sentence layer onto the transformation layer allows us 

to classify all transforming sequences according to the number of sentences they impact, 

and breaking them down into sentence segments.  
 
 

Figure 2. Sentence-level edit operations within one transforming sequence targeting one sentence. The 
transforming sequence is represented by an orange box. The left column illustrates insertions of 

transforming sequences; the right one shows deletions. The impact of the transforming sequence depends 
on its position and content. 

 
Figure 3. Sentence-level edit operations resulting from one transforming sequence  

containing more than one sentence. 

INSERTION DELETION
SENTENCE MODIFICATION: SENTENCE MODIFICATION:

SENTENCE INSERTION: SENTENCE DELETION:

SENTENCE SPLIT: SENTENCE MERGE:

A B CA CB A CBA B C

A B A B C A B C A B

A C A B C A B C A C

INSERTION DELETION
SENTENCE SPLIT (A split into A and C) + SENTENCE INSERTION (B inserted): SENTENCE MERGE (A merged with C) + SENTENCE DELETION (B deleted):

A A B C A B C A
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Thus, transforming sequences can be classified on three levels with respect to sentences: 
1. the type of the transforming sequence (append, delete, insert, paste, replace), 
2. the scope of the transforming sequence (in-sentence, uni-sentence, cross-

sentence, multi-sentence), also considering the sentence segment category 
(beginning, middle, end), 

3. the effect of the transforming sequence (modification, deletion, etc.) on the 

sentence level. 
As a result, we can model the exact impact of each transformation on sentences under 
production. 

 
3.2.2. Mapping burst layer and transformation layer 
Mapping the burst layer onto the transformation layer means identifying and categorizing 

bursts in transforming sequences. Defining and analyzing bursts using temporal criteria 
involves detecting specific pauses during writing. These pauses are characterized by 
length and location. As we aim at a sentence-centric model of writing, we assign a special 

role to pauses directly preceding and following an SPSF. We call the former a pre-
sentential pause, marking a pause made before a sentence beginning. We call the latter 
a post-sentential pause, marking a pause made after the sentence-final punctuation was 

produced. Generally, all pauses between sentences might systematically have the dual 
status of pre- and post-sentential pauses. Ulasik and Miletić (2024) propose to use the 
production of specific characters (e.g., newline, space after punctuation marks) signaling 

the start of a sentence to distinguish post- from pre-sentential pauses. 
A transforming sequence is by definition a sequence of characters produced between 

switches of production mode, thus it always begins with a revision burst (R-burst) and 

also always ends with a revision burst. It may be interrupted by pauses suitable to 
distinguish pause bursts (P-burst). Additionally, it is possible that a switch in production 
mode overlaps with a pause. In such a case, the given sub-sequence belongs to both 

categories. 
For example, the action of a writer who inserts a longer part in the middle of the TPSF 

over several seconds or minutes, interrupted by several pauses without a change in 

production mode, and who then moves the cursor elsewhere, will be considered a 
sequence of insertions all belonging to a single transforming sequence: inserting text. 
Looking at those sequences as instances of bursts, we can classify the first as RP-burst (a 

burst starting with a revision and ending with a pause), the last one as PR-burst (a burst 
starting with a pause and ending with a revision), and the bursts in between as PP-bursts 
(a burst starting and ending with a pause). 

So far, we have only distinguished bursts due to pauses of a specific length and 
unspecified revisions. The length of pauses used in analyses depends on research 
purposes or information needs; by default, we follow Van Waes and Leijten (2015) and 

interpret—for the purpose of classifying time-based bursts—interruptions shorter than 
2 seconds as related to transcription activities rather than to higher level cognitive 
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activities during writing. For revision bursts, we make use of available information for the 
transforming sequence, in particular the type (append, insert, delete, paste, replace). This 
allows us to incorporate definitions and distinctions as proposed and used by Baaijen 

and Galbraith (2018) or Conijn et al. (2021). 
 

 
Figure 4. Sentence production cycle. 

3.3 Modeling the sentence production cycle 

Mapping the sentence layer onto the transformation layer allows us to draw conclusions 
about how writers work on sentences in general, as explained in section 3.2.1, i.e., we 
explore the relation from the perspective of individual transformation sequences. This 
mapping also allows us to investigate how individual sentences are produced and 
revised, i.e., we explore the relation using the sentence level as reference point. We 
propose to model this view as sentence production cycle. This model permits tracking 
the evolution of an idea into a complete sentence, focusing on individual sentences and 
their aggregated sentence histories extracted from text histories (see 3.1). 

We use the differentiation of sentence stages as basis. Following Baaijen et al. 
(2012), we distinguish sentence initial draft and sentence revision draft. This distinction 
also reflects the semantic aspect of sentence definitions proposed in the literature and the 
notion of sentence completeness: a sentence is seen as a “meaning unit” (Bühler, 1918) 
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“capable of expressing a complete thought” (Noreen, 1903), “self-sufficient and complete 
psychologically” (Gardiner, 1922). 

A sentence initial draft is the result of producing a first draft of a sentence. It is 

finished as soon as the writer enters the final punctuation mark at the end of the sentence 
for the first time. We interpret this as a signal of the writer achieving a sense of 
completeness. The sentence initial draft encompasses linear production as well as 

deletions and insertions—which can be referred to as pre-contextual revisions, i.e., all 
“changes made at the leading edge of the text before a full textual context has been 
externalised” (Lindgren et al., 2019, p. 349). In our terminology, a sentence initial draft 

comprises all SEC versions until a sequence of words achieves the status of a SEN for the 
first time. The corresponding sentence transforming sequences types are all pre-
contextual only. 

A sentence revision draft contains any changes applied to a sentence at some time 
after it achieved SEN status, including its complete deletion. We consider the sentence 
revision draft a result of contextual revisions (see Lindgren et al., 2019). Contextual 

revision might downgrade a SEN into a SEC if the sentence is no longer complete or 
correct. 

Thus we can distinguish five types of sentence-transforming sequences (STS): (1) 

production, (2) pre-contextual deletion, (3) pre-contextual insertion, (4) contextual 
deletion, (5) contextual insertion. 

Sentence histories containing all sentence transforming sequences of all sentences of 

a text may be of different length and complexity. In the simplest case, a sentence is 
produced immediately as a SEN within one uni-sentence or multi-sentence transforming 
sequence and never revised. The corresponding sentence history would then contain 

only one sentence transforming sequence; there is only a sentence initial draft. In more 
complex cases, the sentence is first produced completely and then revised once or several 
times; the sentence histories contain both sentence initial draft(s) and sentence revision 

draft(s). Revisions may take place immediately after the SEN is completed and before next 
sentences are produced, or much later. Figure 4 provides an overview of all possible 
steps in the sentence production cycle. 

Tables 2, 3, 4, and 5 show histories of four sentences as examples of different sentence 
production cycles. Table 2 shows a sentence history without revision draft: the SEN is 
accomplished as a result of three edits and also appears in this version in the final text. 

In the second history (table 3), the sentence is produced in TPSF 85 as a result of a cross-
sentence transforming sequence and then appears as revised in TPSF 98 and 99 (i.e., after 
other writing activities at other positions in the text) as a result of contextual deletion and 

insertion. In the third history (table 4), the sentence production is interrupted by two pre-
contextual deletions before the sequence achieves SEN status. Immediately after that, the 
writer revises the SEN by replacing the word also (contextual deletion) with the word 

somit (contextual insertion). The revision takes place within the sentence frame (between 
the sentence-initial capital letter and the sentence-final punctuation), and the sentence is 
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still syntactically correct; hence the sequence never loses SEN status. Table 5 shows an 
excerpt from another sentence history where production is interrupted by pre-contextual 
deletion. In TPSF 141, the SEC has been completed into a SEN, and the writer continues 

text production. They produce another 137 text versions until they re-open the sentence 
again by performing contextual deletion and removing the whole subordinate clause (, 
die dieser Studiengang ermöglicht, sind genau das, was ich im Leben machen möchte.) 
resulting in TPSF 279. The status of the SPSF returns to SEC, but all following revisions 
are still considered contextual. In the TPSF 282, the sentence achieves again SEN status. 

 

Table 2: A sentence history example comprising only sentence-initial drafts. SEC stands for sentence 
candidate and SEN for sentence. As soon as the SPSF achieves SEN status, its production is finished, 
and the writer never comes back to revise the sentence. “TPSF ID” stands for text version number, 
“Pos in text” is the position of the sentence in the corresponding sentence version (the 19th sentence 
in the final text). “SPSF” is the sentence version, and “ST” is sentence stage: the segment of 
transforming sequence which impacts the given sentence. The first version can be translated as “In 
my opinion, the bachelor’s degree program takes all components into account in exactly the right 
way␣”, i.e., with a trailing space. The writer then deletes the space and continues with “, so that 
they ultimately form a whole.”  

TPSF 
ID 

Pos 
in 
text SPSF STS Operation 

SPSF 
type 

83 19 Der Bachelor Studiengang 
berücksichtigt in meinen 
Augen all die wichtigen 
Komponenten genau richtig
␣ 

Der Bachelor 
Studiengang 
berücksichtigt in 
meinen Augen all die 
wichtigen 
Komponenten genau 
richtig␣ 

Production SEC 

84 19 Der Bachelor Studiengang 
berücksichtigt in meinen 
Augen all die wichtigen 
Komponenten genau 
richtigX 

␣ Pre-
contextual 
deletion 

SEC 

85 19 Der Bachelor Studiengang 
berücksichtigt in meinen 
Augen all die wichtigen 
Komponenten genau richtig, 
sodass sie letztendlich ein 
Ganzes ergeben. 

, sodass sie letztendlich 
ein Ganzes ergeben. 

Production SEN 
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Table 3: A sentence history example. See table 2 for abbreviations. The first version can be translated 
as “Theory and people are in the foreground.”; “in the foreground.” is then deleted, and instead “are 
not neglected.” is inserted, so that TPSF ID 99 reads: “Theory and people are not neglected.”  

 

TPSF 
ID 

Pos 
in 
text SPSF STS Operation 

SPSF 
type 

85 20 Die Theorie sowie der 
Mensch stehen im 
Vordergrund. 

Die Theorie sowie der 
Mensch stehen im 
Vordergrund. 

Production SEN 

98 20 Die Theorie sowie der 
Mensch X. 

stehen im Vordergrund. Contextual 
Deletion 

SEN 

99 20 Die Theorie sowie der 
Mensch kommen nicht 
zu kurz. 

kommen nicht zu kurz. Contextual 
Insertion 

SEN 

 
Table 4: A sentence history example comprising both sentence initial and sentence revision draft 
(TPSF IDs 16-20 und TPSF IDs 21-22 respectively). See table 2 for abbreviations. The first SEN 
(ID 20) reads: “I stand thus in direct relation to two languages, two countries, two cultures, and two 
societies.”. IDs 17 and 19 are corrections of typos in 16 and 18. In ID 21 also ‘thus’ is deleted and 
in ID 22 the synonymous, but more formal adverb somit is inserted in its place.  

TPSF 
ID 

Pos 
in 
text SPSF STS Operation 

SPSF 
type 

16 7 Ich stee a Ich stee a Production SEC 

17 7 Ich stX ee a Pre-
contextual 
deletion 

SEC 

18 7 Ich stehe also in 
direkter Rea 

ehe also in direkter 
Rea 

Production SEC 

19 7 Ich stehe also in 

direkter ReX 

a Pre-

contextual 
deletion 

SEC 

20 7 Ich stehe also in 
direkter Relation zu 
zwei Sprachen, zwei 
Ländern, zwei Kulturen 
und zwei 
Gesellschaften. 

lation zu zwei 
Sprachen, zwei 
Ländern, zwei 
Kulturen und zwei 
Gesellschaften. 

Production SEN 

21 7 Ich stehe X in direkter 
Relation zu zwei 
Sprachen, zwei 

also Contextual 
Deletion 

SEN 
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TPSF 
ID 

Pos 
in 
text SPSF STS Operation 

SPSF 
type 

Ländern, zwei Kulturen 

und zwei 
Gesellschaften. 

22 7 Ich stehe somit in 
direkter Relation zu 
zwei Sprachen, zwei 
Ländern, zwei Kulturen 
und zwei 
Gesellschaften. 

somit Contextual 
insertion 

SEN 

 
Table 5: Excerpt from a sentence history comprising both sentence initial and sentence revision draft 
(TPSF IDs 139-141 und TPSF IDs 279-282 respectively). SEC stands for sentence candidate and SEN 
for sentence. In TPSF 279 the SEN is transformed back into a SEC as a result of contextual deletion. 
“TPSF ID” stands for text version number, “Pos in text” is the position of the sentence in the 
corresponding sentence version, “SPSF” is the sentence version, and “ST” is sentence stage: the 
segment of transforming sequence which impacts the given sentence. The first SEN (ID 141) can be 
translated as: “I have always enjoyed passing on knowledge and the career prospects that this degree 
program offers are exactly what I want to do in life.” ID 140 corrects a typo in the unfinished ID 139. 
ID 279 removes the relative clause, so that only “I have always enjoyed passing on knowledge and 
the career prospects that this degree program offers” remains. After a false start to complete the 
sentence, the final version (ID 282) reads: “I have always enjoyed passing on knowledge and the 
career prospects that this degree program offers are very appealing.”  

TPSF 

ID 

Pos 

in 

text SPSF ST Operation 

SPSF 

type 

139 9 Ich habe schon immer gern 

Wissen weitergegeben und die 

beruflichen Perspektiven, die 

dieser Studiengang ermöglicht, 

sind genau das, was ich im 

Leben machen möct 

m Leben machen 

möct 

Production SEC 

140 9 Ich habe schon immer gern 

Wissen weitergegeben und die 

beruflichen Perspektiven, die 

dieser Studiengang ermöglicht, 

sind genau das, was ich im 

Leben machen möcX 

t Pre-

contextual 

deletion 

SEC 
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TPSF 

ID 

Pos 

in 

text SPSF ST Operation 

SPSF 

type 

141 9 Ich habe schon immer gern 

Wissen weitergegeben und die 

beruflichen Perspektiven, die 

dieser Studiengang ermöglicht, 

sind genau das, was ich im 

Leben machen möchte. 

hte. Production SEN 

279 9 Ich habe schon immer gern 

Wissen weitergegeben und die 

beruflichen PerspektivenX 

, die dieser 

Studiengang 

ermöglicht, sind 

genau das, was ich 

im Leben machen 

möchte. 

Contextual 

deletion 

SEC 

280 9 Ich habe schon immer gern 

Wissen weitergegeben und die 

beruflichen Perspektiven f 

f Contextual 

insertion 

SEC 

281 9 Ich habe schon immer gern 

Wissen weitergegeben und die 

beruflichen Perspektiven X 

f Contextual 

deletion 

SEC 

282 9 Ich habe schon immer gern 

Wissen weitergegeben und die 

beruflichen Perspektiven 

gefallen mir sehr gut. 

gefallen mir sehr 

gut. 

Contextual 

insertion 

SEN 

4. A first implementation 

The analyses presented in the examples above can be carried out manually by carefully 
annotating and aggregating keystroke logging data. However, this would be both error-
prone and restricted to rather small amounts of data. Following Weizenbaum (1976), 
who showed the connection between theory, model, and code, we provide a working 
implementation to test the general power of our models and the theoretical reflections 
outlined above. 

We have implemented the model proposed in section 3 as a software component—
called SCM (Sentence-Centric Modeling) component—that parses and analyzes 
keystroke logging data. It serves as a step towards developing and testing writing models 
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in the form of computer programs operating on writing process data, as suggested by 
Hayes (2012). The component is an extension to THEtool (Text History Extraction Tool, 
available at https://github.com/mulasik/wta), an open-source application implemented 

in Python for parsing raw keystroke logging data to generate text and sentence histories 
(Mahlow et al., 2024). 

4.1 Extended text history: writing as sentence-driven process 

The starting point for automatically modeling writing as a sentence-driven process are 
text histories. We use the data stored in text histories generated by THEtool to model the 
three layers: transformation, sentence, and burst layer. THEtool first parses raw keystroke 
logging data and aggregates it into transforming sequences. This data, stored in 
hierarchical data structures, is then used as input for further processing steps. 
To create the text history of a writing session, THEtool collects the following information: 
the content of the transforming sequence (sequence of characters constituting the 
difference to the previous version), the operation performed (whether the sequence was 
produced or removed), the start and end positions, the start and end times, as well as 
pauses preceding each character in the transforming sequence. Transforming sequences 
at consecutive positions in the text are aggregated to build a linear transforming 
sequence. Also included is temporal information, which can be further aggregated and 
analyzed for building the burst layer. As described by Mahlow et al. (2024), this data is 
enriched with additional information, e.g., part of speech (POS) information produced 
by natural language processing (NLP) tools (we currently use SpaCy). 

The transformation layer is implemented as extended text history (ETH). All further 
layers are then mapped onto the ETH by storing the respective information as attributes. 
This makes the ETH a very rich hierarchical data structure that can be used for further 
analyses and visualizations. 

The sentence layer results from linguistic processing of the data derived from text 
histories. The SCM component segments each text version (stored as a sequence of 
characters) into a sequence of sentences produced so far (SPSFs) and interspaces, i.e., 
SECs, SENs, SINs and PINs (see section 3.1 and Ulasik and Miletić (2024) for more 
details). Next, it detects which SPSFs were impacted by the given transforming sequence 
and labels them as either modified, new, or deleted. The sequence of segmented and 
labeled SPSFs provided by the SCM component serves as input for the subsequent 
mapping step. The SPSF labels allows us to determine how many SPSFs were impacted 
by the transforming sequence and correspondingly determine the scope of the 
transforming sequence as in-sentence, uni-sentence, cross-sentence, or multi-sentence. 
In the next processing step, the SCM component analyzes the impacted SPSFs to detect 
which of their parts were changed, deleted or are new. It distinguishes between sentence 
beginning, middle, and end, as well as a complete sentence. After this step, the 
transforming sequence is enriched with new information: the list of sentence segments 
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which it affects. This information is then stored as attributes of the ETH for the particular 
writing session. 

The burst layer is created from information on pause duration preceding each 

transforming sequence and within that transforming sequence. The duration of a pause 
considered relevant for bursts depends on the purpose of the respective analysis, hence 
our implementation allows for setting different thresholds. Based on this setting, each 

transforming sequence is segmented into bursts. The resulting information on bursts for 
each transforming sequence is stored as attributes of the ETH. 

As writing is non-linear in space, THEtool tracks the position of each transforming 

sequence in relation to the preceding one to aid with reconstructing and understanding 
the process. The implementation of this functionality is limited in the current version of 
the SCM component and only distinguishes between the end of the text and any position 

in the middle of the text. Thus, actions performed at the end of the text can be aggregated 
into a linear transforming sequence. This additional information is also stored as attributes 
of the ETH. 

4.2 Extended sentence histories: the sentence production cycle 

The implementation of the sentence production cycle model outlined in section 3.3 relies 
on existing functionality of THEtool for generating sentence histories from the text history 
of a writing session. This step can be performed on the original text history or on the 
extended text history (ETH) containing additional information as described in section 4.1. 
All additional information from modeling the sentence production cycle of each sentence 
is stored as attributes to its sentence history in the extended sentence history (ESH). Note 
that this structure is different from the sentence layer stored as attribute to the text history 
in the ETH. 

We have extended THEtool to categorize each sentence transforming sequence by 
using general information from the corresponding transforming sequence (TS) at the text 
level as one of (1) production (TS type append or paste at sentence end), (2) pre-
contextual deletion (TS type delete at sentence end), (3) pre-contextual insertion (TS type 
insert or paste at sentence middle), (4) contextual deletion (TS type delete), or (5) 
contextual insertion (TS type append, insert, or paste). The SCM component also assigns 
the appropriate sentence stage (sentence initial draft or sentence revision draft) to each 
SPSF in the sentence history (see section 3.3). 

As long as the sentence history does not contain a SEN, the sentence transforming 
sequence belongs to one of the first three categories and the SPSF is a sentence initial 
draft. Sentence transforming sequences after the first SEN was produced are all classified 
as categories 4 or 5: these SPSFs are considered sentence revision drafts. The category is 
stored as attribute of a sentence transforming sequence. 
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4.3 Limitations and challenges 

While the implementation of the SCM component closely follows the theoretical 
approach outlined above, there are still some limitations and parts that have not yet been 
implemented. 

One of the limitations concerns the method for SPSF identification. The distinction 
between SEN and SEC is currently based on strictly formal criteria: a SEN starts with a 
capital letter and ends with sentence-final punctuation. All other strings of characters are 

considered to be SECs. From a linguistic point of view, this definition of a sentence is 
oversimplified compared to sentence definitions in the literature, and it is obviously not 
applicable to languages using unicase alphabets. However, this simplification is 

necessitated by the absence of other data on which the TPSF segmentation could be 
based: since we do not have access to writers’ intentions, we can only make assumptions 
based on behavioral data—i.e., keystroke logs—and formal properties of the produced 

text. The evaluation in Ulasik and Miletić (2024) indicates that this approach nevertheless 
yields good results and provides a solid basis for more advanced analyses. 

A further limitation concerns the definition of sentence histories. We assume that a 

sequence of characters belongs to the same sentence history as the previous one if at 
least one of the characters from the original sequence remains. If the initial sequence is 
completely deleted, the new sequence will be considered as the beginning of a new 
sentence history, which can lead to starting new sentence histories even though an SPSF 
is actually a realization of the same idea the writer had transcribed in the deleted 
sentence. A potential solution could be to apply the approach proposed by Conijn et al. 
(2021) for the automatic extraction of full revision events from keystroke logs. If we could 
integrate a mechanism for detecting deletions and character productions that build parts 
of the same revision, we could potentially introduce a more advanced definition of a 
sentence history in our framework. 

A complete extraction of revisions could also contribute to the improvement of 
extended text histories. It would allow us to eliminate deletion-insertion sequences which 
form a replace operation and should be stored as one transforming sequence—i.e., 
replace—in the text history. This way, transforming sequence would better approximate 
the writer’s real intention. 

Two aspects of the framework have not yet been implemented in the current version 
of the software. First, our application is not capable of detecting linear transforming 
sequences for edits performed in the middle of the text. As a result, a full representation 
reflecting text production non-linearity is not yet available: we can only model 
transforming sequences that are performed at the end of the TPSF. Second, the current 
architecture of our implementation does not allow for projecting bursts onto sentence 
segments. Our software detects bursts within transforming sequences and splits 
transforming sequences into sentence segments, but the linking between pauses and 
sentence segments is not available yet. 
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However, we are continuously extending THEtool; the two missing functionalities are 
planned to be included in the forthcoming release of the application. 

5. Evaluation of algorithms and implementation 

To verify the reliability of the implementation of our model, we performed an evaluation 
of three core algorithms: (1) classification of transforming sequences; (2) extraction of 
sentence segments from transforming sequences; (3) detection of categories of sentence 
transforming sequence. 

5.1 Evaluation corpus 

The evaluation corpus is derived from keystroke logs from 4 randomly selected writing 
sessions (named 1A1, 2A1, 4A1, 5A1) from THEcorpus (see section 6.1 for more details 
on the corpus). The evaluation corpus contains in total 535 transforming sequences, 93 

sentence histories, and a total of 591 SPSFs. Table 6 provides statistics for each of the 
four texts. 

Table 6: Statistics for the texts constituting the evaluation corpus. 

Text keystrokes transforming sequences sentence histories total sentence versions 

1A1 2706 97 29 111 
2A1 3455 195 21 205 
4A1 3254 140 25 159 
5A1 2927 103 18 116 

Total 12,342 535 93 591 

 
The basis for evaluating the classification of transforming sequences and extracting 
sentence segments are the text histories generated by THEtool. We manually assigned 

each transforming sequence from the text history to a corresponding scope: in-sentence, 
uni-sentence, cross-sentence, or multi-sentence (see section 4.1). We then detected and 
categorized the sentence segments that make up each transforming sequence, 

distinguishing four categories: sentence beginning, sentence middle, sentence end, and 
complete sentence (see section 4.1). The algorithm for detecting categories of sentence 
transforming sequences was also evaluated on the basis of sentence histories extracted 

with THEtool. We annotated each SPSF with one of the categories: production, pre-
contextual deletion, pre-contextual insertion, contextual deletion, and contextual 
insertion. Table 7 provides an example of the manual annotation of a sentence history. 

 
Table 7: Annotation of one sentence history from the evaluation corpus with the scope of the 

transforming sequences (Scope), the sentence segments, the transforming sequence, and the 

category of the sentence transforming sequence (STS). B stands for sentence beginning, M is sentence 

middle, and E denotes sentence end. Note that in this example, the transforming sequence is 
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identical with the sentence transforming sequence as the TS affects just this one sentence. The 

complete sentence can be translated as “When learning a new language, the language and the 

environment inevitable run into each other.”  

 

SPSF Scope 
Sentence 
Segment 

Transforming 
Sequence 

Category of 
STS 

Bei der Aneignung einer 
neuen SS 

in-
sentence 

B Bei der Aneignung 
einer neuen SS 

production 

Bei der Aneignung einer 
neuen S 

in-
sentence 

M S pre-
contextual 
deletion 

Bei der Aneignung einer 
neuen Sprache fliessen die 
Sprache und das Umfeldd 

in-
sentence 

M prache fliessen die 
Sprache und das 
Umfeldd 

production 

Bei der Aneignung einer 
neuen Sprache fliessen die 
Sprache und das Umfeld 

in-
sentence 

M d pre-
contextual 
deletion 

Bei der Aneignung einer 
neuen Sprache fliessen die 
Sprache und das Umfeld 
unvermeindilch ineinander. 

in-
sentence 

E unvermeindilch 
ineinander. 

production 

 
 

5.2 Evaluation methods 

We evaluate all three algorithms by considering them as classification tasks. For 

transforming sequences, we use definitions from our framework in sections 3.1 and 3.2.1. 
For evaluating the extraction of sentence segments, we consider each sequence of 
sentence segments a class as shown in table 1. 

The evaluation of the detection of categories of sentence transforming sequences is 
based on the classes derived from our theoretical framework as presented in section 3.3. 
Each sentence transforming sequence can belong to one of the following categories: 

production, pre-contextual deletion, pre-contextual insertion, contextual deletion, and 
contextual insertion. 

For all the three classification tasks, we use the typical metrics for evaluating 

classification tasks, i.e., accuracy, precision, and recall. 

5.3 Evaluation results and discussion 

The evaluation corpus used for evaluating the classification of transforming sequences 
contains 55 cross-sentence transforming sequences, 477 in-sentence transforming 
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sequences, 7 multi-sentence transforming sequences, and 2 uni-sentence transforming 
sequences. 

The SCM component performs very well on this task: the precision, recall, and 

accuracy scores for all texts are between 0.99 and 1.00. This shows that the algorithm 
for classifying transforming sequences provide solid results and can be reliably applied 
for automated processing of writing data. 

We evaluate the algorithm for sentence segments extraction based on 480 sentence 
segments. All manually annotated patterns with the number of occurrences are provided 
in Table 8. 

 
Table 8: Results of evaluation of algorithm for extracting sentence segments from transforming 

sequences. B stands for sentence beginning, M is sentence middle, and E denotes sentence end. 

 

Sentence segment pattern # occurrences 

M 376 

B 25 

C 2 

C-B 2 

C-C-C 1 

E 15 

E-B 53 

E-C-B 4 

E-C-C 2 

 
The SCM component performs well on this task: for texts 4A1 and 5A1 the accuracy 

scores are between 0.95 and 0.99. For texts 1A1 and 2A1 the results are slightly worse 
but still above 0.9; we detected 17 incorrectly classified sentence segments in these two 
texts. The manual analysis of the errors shows that most of them (11 of 17) result from 
the software misinterpreting white space at the beginning of the sentence and classifying 
the sequence as sentence end. 

Another issue concerns edits outside of sentences, e.g., when white space between 
sentences is deleted, which we cannot handle at the moment. In total, the SCM 
component misclassifies 28 out of 480 sentence segments, which is slightly less accurate 
than the classification of transforming sequences, but the algorithm is nevertheless 
sufficiently reliable. 

The last evaluation relates to detection of categories of sentence transforming 
sequence. It is based on 589 sentence transforming sequences: 331 productions, 225 
pre-contextual deletions, 16 contextual deletions, and 17 contextual insertions. 

The SCM component performs very well on texts 2A1 and 5A1, with accuracy scores 
of 0.98 and 0.97, respectively. The performance on texts 1A1 and 4A1 is worse, in 
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particular for the latter (accuracy 0.79). The manual investigation of the errors allowed 
us to discover a weakness of the algorithm in the interpretation of replacement events in 
the keystroke logs, which leads to most of the misclassifications. 

5.4 Summary 

Overall, the SCM component demonstrates robust performance in classifying 
transforming sequences. Accuracy scores ranging between 0.99 and 1.00 indicate high 
reliability of the algorithm. The extraction of sentence segments from transforming 
sequences also proves to be very accurate (> 0.9). The accuracy for the detection of 
categories of sentence transforming sequences is somewhat less accurate, but mostly due 
to a single issue. 

6. Testing the explanatory power of the model 

In section 5 we evaluated the algorithms derived from the model and their 
implementation in the SCM component. In this section, we evaluate the explanatory 
power and report on an exemplary application to real-world writing process data. As 

proof of concept, we analyze a small set of keystroke logs with respect to two questions: 
(1) Can writing be understood as sentence-driven transformations? (2) What are 
observable steps in the process of translating ideas into sentences? We seek to answer 

the first question with a model of writing as sentence-driven process and apply the 
sentence production cycle to provide an answer to the second question. 

6.1 Data: THEcorpus 

For this evaluation we use 12 sets of keystroke logs from writing sessions with 6 young 
adults writing 2 blog posts each. The writers are students of a bachelor program and write 
texts in their first language, German. The writing processes were recorded with ScriptLog 
(Johansson et al., 2018) and exported in IDFX-format. The data is collected to be used for 
verifying the concepts and models implemented in THEtool and for evaluating the 
performance of the software on real-life data. It is available as THEcorpus (Text History 
Extraction Corpus) for similar purposes by other researchers or our own future 
developments in the GitHub repository of THEtool (https://github.com/mulasik/wta). 

6.2 Analyzing writing as sentence-driven process 

If actions executed by writers are actually sentence-driven operations, all transforming 
sequences detected by the SCM component should be correctly assigned one of the 

transforming sequence scopes. 
We extracted and investigated 14 text transformation histories with a total of 2525 

transforming sequences. This yields instances of all possible patterns of all scopes except 

for a transforming sequence comprising at least two whole SENs followed by a SEC. 
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Table 9 provides an overview of sentence segment sequences occurring in the extracted 
transforming sequences. 

We can observe that 75% of transforming sequences (1898) occur within the 

sentence frame, i.e., they impact neither beginning nor end of a sentence (sentence 
segment pattern M). The rest of the cases can be interpreted by focusing on the start or 
the end of a transforming sequence, which results in different groupings of the sentence 

segment patterns as listed in table 9 (we disregard the 15 various other cases that only 
occur once). 

In 153 cases, the start of the transforming sequence coincides with the beginning of 

a sentence; of these, 139 impact just the beginning of a sentence (B); 5 result in one or 
two complete sentences (C and C-C); and 9 (C-B) in a complete sentence and the 
beginning of the next sentence. In 214 cases, transforming sequences start at the end of 

one sentence and continue to the beginning of the next one. 
This includes the 194 simple cases of E-B, but also 4 cases where the following 

sentence is completed (E-C) and 16 cases where the end of the sentence is followed by 

one or two complete sentences and the transforming sequence continued to the 
beginning of a next sentence. 

Table 9: Sequences of sentence segments impacted by text transformations in the sample data from 
THEcorpus. B stands for sentence beginning, M is sentence middle, and E denotes sentence end. 

 

Sentence segment pattern               # occurrences 

M 1898 

B 139 

C 2 

C-B 9 

C-C 3 

E 89 

E-B 194 

E-C 4 

E-C-B 14 

E-C-C-B 2 

other patterns (each occurring once) 15 

 
In 98 cases, the end of the transforming sequence coincides with the end of a sentence: 
in addition to the 89 cases that impact just the end of a sentence (E), this includes the 
cases where a complete sentence is produced after the end of a sentence or just complete 
sentences (4 × E-C, 3 × C-C, 2 × C). 
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Due to the small sample size, we cannot draw definitive conclusions yet. The results 
also underscore the need to also include the burst layer, which might allow us to gain 
more insights into the sentence production process. For example, it seems likely that most 

of the mid-sentence transforming sequences are minor adjustments. Since transforming 
sequences otherwise do tend to align with sentence beginnings and end, this would 
confirm the intuition that the production of sentences is often interrupted by minor 

adjustments in the middle of the sentence, e.g., for spelling corrections. We will have a 
closer look at this hypothesis by applying the notion of the sentence production cycle to 
all sentence histories. 

6.3 Analyzing the sentence production cycle 

We examine the sentence production process by investigating sentence histories 
generated on the basis of the keystroke logs constituting THEcorpus. We look for answers 
to the following questions: (1) What are observable steps in the process of producing 
sentences? Can we discover repeating patterns? (2) Can we detect patterns in the process 
of assembling sentences from sentence segments? (3) Can we observe any typical 
properties of sentence segments from the particular categories (sentence beginning, 
middle, and end)? 

We apply the sentence production cycle on our sample of 279 sentence histories and 
1919 SPSFs (i.e., SECs and SENs) from THEcorpus as extracted previously. 11% of the 
sentence histories are not finished, i.e., none of the SPSFs produced during the whole 
sentence production has the properties of a SEN: the writer started producing a sentence 
but removed it entirely. These histories of unfinished sentence are excluded from our 
analysis. This reduces the number of sentence histories to 247 and the number of SPSFs 
to 1851. 

Table 10 presents the patterns detected in the production of sentences contained in 
these 247 sentence histories. 83% of the sentences were completed within the initial draft 
and never revised. Out of them, 35 sentences were produced directly within one 
transforming sequence as SENs. The remaining 43 sentences were produced as result of 
both initial and revision draft. For 32 sentence histories the revision stayed within the 
sentence frame—i.e., once a SEN was produced, all later revisions were made between 
the capital letter opening it and the final punctuation mark. The SPSF never lost the 
property of being a SEN (an example of this phenomenon is shown in table 4). In contrast, 
11 sentence histories included revisions consisting in re-opening the sentence. In all 
those 11 cases, the SPSF lost the property of a SEN and became a SEC again. See Table 
5 for an example of a sentence history where a SEN is transformed back into a SEC. 
 
Table 10: The patterns detected in the sentence production process. “SEN” represents a step 

consisting in producing or modifying a SEN, and “SEC” denotes a step resulting in producing or 

modifying a SEC. “+” indicates that the particular step was executed once or more, resulting in the 
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same type of SPSF (e.g., “SEC+ → SEN → SEN+” describes step sequences such as “SEC → SEC → 

SEN → SEN → SEN → SEN”). 

Pattern # Sentence histories 

ONLY INITIAL DRAFT  

SEC+ → SEN 169 

SEN 35 

Total 204 

INITIAL AND REVISION DRAFT  

Revision within sentence frame  

SEN → SEN+ 2 

SEC+ → SEN → SEN+ 30 

Total 32 

Revision with sentence re-opening  

SEC+ → SEN → SEC → SEN → SEC → SEN+ 2 

SEC+ → SEN → SEC+ → SEN+ 6 

SEN → SEC+ → SEN 1 

SEC+ → SEN → SEN → SEC+ → SEN 1 

SEN → SEC → SEN+ → SEC+ → SEN 1 

Total 11 

 

For the largest group of sentences presented above—i.e., sentences produced within the 
initial draft but not as a complete sentence in one operation—we investigated the 
sentence assembly process. Our goal was to examine how sentences are composed from 

sentence segments. Table 11 presents the results of this analysis. Most sentences whose 
production was accomplished within the initial draft were produced as a result of 
producing the sentence beginning and leaving it unchanged, then revising the middle of 

the sentence multiple times, and finally producing the sentence end. Only for 4 sentences 
the beginning of the sentence was revised. In most sentence histories (165), the revisions 
impacted merely the middle of the sentence. 

However, when interpreting the results, there are two aspects that must be taken into 
consideration: (1) if the complete sentence beginning is removed without leaving any 
character, it is interpreted as start of a new sentence history. Only in case the beginning 

is modified by leaving subsequent tokens unchanged, the automatic analysis currently 
considers it modifying the sentence beginning. This limitation distorts the statistics (see 
section 4.3 for a justification for this approach). (2) The initial draft of the sentence by 
definition cannot contain edits of the sentence end.  
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Table 11: Most common patterns in the process of assembling sentences from sentence segments 

on the example of 247 sentence histories from THEcorpus. B stands for sentence beginning, M is 

sentence middle and E denotes sentence end.  

 

Pattern # Occurrences Avg. final sentence length (in words) 

Only initial draft   

B M+ E 125 18.5 

B M E 39 15.0 

F 35 11.2 

Other patterns 5 — 

Total 204  

Initial and revision draft   

B M+ E M+ 14 17.9 

B M E M+ 6 12.2 

B M+ E M 6 22.2 

Other patterns 17 — 

Total 43  

 
Deleting a sentence end would lead to re-opening the sentence and thus be a starting 
point of a revision draft (see part “INITIAL AND REVISION DRAFT” of Table 10). For this 
reason, a pattern containing multiple transformations of a sentence end cannot occur 
within the initial draft. 

Finally, we investigated the same group of sentences from yet another perspective: 
we analyzed the properties of sentence segments from the particular categories (sentence 
beginning, middle, and end). These statistics are presented in table 12. Over 70% of edits 

in the middle of a sentence impact a sequence of one or two tokens, i.e., complete word 
forms or fragments of word forms (non-finished word forms). Close to 40% comprise only 
one or two characters. When investigating the data manually, we observed that the latter 

are mostly corrections of typos or spelling corrections that interrupt the sentence 
production.  

Table 12: Sentence segments statistics with regards to number of occurrences (n) and lengths per segment.  

Segment n Avg. length Avg. length <3 chars <3 tokens >10 tokens 

  (in chars) (in words) (in %) (in %) (in %) 

sen beg 201 39.20 6.52 2.49 20.90 19.90 

sen mid 1197 12.05 2.68 39.68 70.26 2.59 

sen end 196 34.97 4.90 13.27 38.78 10.20 

Table 13 shows statistics with regards to operations performed on the sentence segments. 
Here, we can also see that the majority of operations performed in the sentence middle 

are pre-contextual deletions (600 operations). This means most operations consist in 
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deleting a short sequence at the end of the SPSF before continuing the sentence 
production process. This confirms the observation concluding section 6.2. 

Table 13: Number of sentence operations performed per sentence segment type. 

Segment production pre-con del pre-con ins pre-con rev 

sen beg 170 0 30 1 

sen mid 455 600 63 7 

sen end 191 1 0 4 

 

6.4 Summary 

We investigated 14 text histories with a total of 2525 transforming sequences. We 
observed that the majority of transforming sequences happen partially or fully within 
sentence boundaries. Looking at the production of individual sentences by applying the 
sentence production cycle, we investigated 247 sentence histories containing 1851 SPSFs 
in total. We could observe that the majority of sentence were produced within the initial 
draft. This detailed analysis of those sentences led to the conclusion that in the majority 
of cases, the beginning of the sentence stays unchanged. We also discovered that most 

edits are in the middle of a sentence with a very small scope: between 1 and 2 tokens 
(complete word forms or fragments of word forms) in 70% of the cases. Manual analysis 
revealed that most edits are to correct typos and spelling mistakes. 

This small study showed some example applications of the model as implemented 
by THEtool with the SCM component and some conclusions that can be drawn from a 
small set of real-world keystroke logs. 

7. Conclusion and outlook 

In this article, we have introduced a sentence-centric model of writing, i.e., we 
understand writing a text as a sentence-driven process. This framework is based on the 
notion of text history and captures different dimensions of writing: producing a text by 

transforming it from one version to another, producing sentences one by one, pausing, 
and going back in text to perform revisions. By combining these different perspectives, it 
reflects how the sentence production process is punctuated by writing mode switches 

and bursts, and impacted by non-linearity. 
Within this framework, we have proposed a model to analyze the production of 

individual sentences in a sentence production cycle. Based on the corresponding notion 

of sentence history, this cycle covers the transcription of an initial idea (or parts of it) 
through completion and potential revision of the sentence and intermediate fragments to 
its eventual realization as present in the final product, including its complete removal. It 

thus permits tracking the evolution of a sentence from a first, incomplete version to a 
complete sentence. 
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We have presented a working implementation of this approach in the form of an 
extension to THEtool, an open-source application for extracting text and sentence 
histories. In order to verify the reliability of the implementation, we have performed an 

evaluation of the three algorithms that constitute the foundation for our modeling. The 
evaluation was conducted on real-life data and demonstrated that the results are solid 
and can be applied for automated processing of writing data. We have also performed a 

small case study and shown some illustrative applications of the model along with some 
possible conclusions that can be drawn by analyzing real-life data with our software. 

The theoretical framework and its current implementation presented in this article are 

first attempts at sentence-centric modeling of writing. The models are multidimensional 
and contain a large amount of data related to writers’ behavior and the evolution of the 
text and its sentences on the surface. Currently, the models contain more information 

than can be actually processed and interpreted by THEtool. We intend to continue 
integrating further functionalities into the application to extract more information from 
the available data and investigate relations between different phenomena. Our objective 

is to create opportunities for both a more profound and a broader or more diversified 
sentence-focused analysis of the writing process. 

Certain extensions to the models seem particularly interesting and relevant in this 

regard. The first is a deeper investigation of the mapping of the three layers 
(transformation layer, sentence layer, burst layer), which would allow us to link pauses 
and bursts to syntactic structures affected by transforming sequences; this would help us 

to identify the relations between syntactic structures and the cognitive effort needed to 
produce and revise them. 

A further goal is to find visualizations to help with the interpretation of the complex 

relations, especially the mapping of the layers. Currently, the SCM component generates 
output files containing the data in different formats suitable for further processing, but it 
does not yet provide any visualizations. 

With regards to model enhancements, two considerations seem particularly 
important. Firstly, we would like to integrate a module for the automatic detection of 
revisions as proposed by Conijn et al. (2021). Secondly, we intend to incorporate a 

detection mechanism for typos and spelling corrections. This would allow us to exclude 
transformations not relevant for content generation and revision. 

The proposed sentence-centric modeling of writing not only opens a new perspective 

on text production but also, through its implementation, enables automated large-scale 
analysis of writing process data with the focus on sentences. To support future research 
in this area, we make the SCM module publicly available in the GitHub repository 

(https://github.com/mulasik/wta) as a component of the open-source application 
THEtool and invite collaboration on its further development. 
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