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Abstract: A manuscript’s writing style is central to determining its readership, influence, and 
impact. Past research has shown that, in many cases, scholars present a unique writing style that 
is manifested in their manuscripts. In this work, we report a comprehensive investigation into how 
scholars’ writing styles evolve throughout their careers focusing on their academic relations with 
their advisors and peers. Our results show that scholars’ writing styles tend to stabilize early on in 
their careers – roughly around their 13th publication. Around the same time, schol- ars’ departures 
from their advisors’ writing styles seem to converge as well. Last, collaborations involving fewer 
scholars, scholars from the same gender, or from the same field of study seem to bring about a 
great change in their co-authors’ writing styles with younger scholars being especially 
influenceable. The proposed method can help to investigate the dynamic behavior of academic 
writing style. 
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1. Introduction 

Academic publications play a crucial role in the advancement and dissemination of 
knowledge and information (Livesey, 1981, Shah et al., 2023). In addition to many 
discipline-specific factors, such as scientific originality and validity, the way in which the 
manuscript is written, also known as the manuscript’s style, is pivotal in de- termining its 
readership, influence, and impact (Xiao and Askin, 2012, Sun and Giles, 2007, Diego et 
al., 2003, van den Besselaar and Mom, 2022, Sun et al., 2021). Specifically, a manuscript 
that is well-written, clear, easy to understand, and follows a logical flow and structure 
usually results in shorter reviewing time, higher read- ership, and greater attention from 
subsequent literature and, in some cases, from the general and social media (Matsuda 
and Tardy, 2007, Hartley et al., 2003a, Duszak, 1994, Vysotska et al., 2018). It is 
important to note that this phenomenon is not unique to academic publications and, in 
fact, it has been well documented for news pieces (Hendriks et al., 2012), literature 
(Shiyab and Lynch, 2006), and social media posts (dos Santos et al., 2018), to name a 
few. Research has shown that, in many cases, scholars present a unique writing style 
(WS), resulting in im- pressively accurate authorship classification and profiling 
algorithms (Singh et al., 2021, Koppel and Winter, 2014, Akiva and Koppel, 2012, 
Koppel and Winter, 2013, Lu et al., 2019). However, as collaboration among scholars 
has become increasingly prevalent in modern science (Amjad et al., 2017, Wuchty et al., 
2007, Zhang et al., 2018), so did the practice of collaborative writing (Holcombe, 2019, 
Bozeman and Corley, 2004, Zhang et al., 2018), resulting in many co-authored 
manuscripts having a “mixed style”. Namely, the individual style of each scholar is 
reflected differently, and to a different extent, in the resulting co-authored manuscripts 
(Hartley et al., 2003b, Hartley et al., 2001). 

Common to the literature in this realm is the focus on manuscripts as the unit of 
analysis (Song et al., 2023). In other words, past research has predominantly considered 
each manuscript separately, analyzing its content and/or its’ (co-)authors’ identity or 
characteristics. However, research in WS considering scholars as the unit of analysis is 
significantly less prevalent. 

WS changes have been extensively investigated from a social, cultural, and 
professional perspective (Can and Patton, 2004, Snow et al., 2015, McNamara et al., 
2010, Crossley et al., 2014a, Allen et al., 2016). For instance, (Zheng et al., 2006) 
developed a computational model that can detect authors of online messages. The 
authors show that parameters such as age, gender, and mother tongue are strong 
indicators, on average, for one’s WS. In a similar manner, (Rubin and Greene, 1992) 
show that gender is statistically associated with the WS of individuals in multiple types 
of texts. Moreover, (Rosenthal and McKeown, 2011) show that, at the same point in time, 
authors from differ- ent ages have different WS. (Haverals et al., 2022) extended this line 
of work, showing that the same individuals changed their WS as they grew up from 
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children to adults. To the best of our knowledge, an investigation into how a scholar’s 
academic WS is evolving and shaping throughout one’s career, especially considering its 
academic relations with his/her advisors and peers, has yet to be examined in the 

literature. 
Within the larger academic landscape, the study of scholars’ WS has been the focus 

of a wide variety of prior works which range in both purpose and methodology.   For 

example, the evolution of academic writing style as a whole, and specifically the 
temporal deviation from formal writing, have been extensively studied (Wheeler et al., 
2021, Li, 2022). Similarly, gender-based differences (Lerchenmueller et al., 2019, Kosnik, 

2023), age-related shifts (Hartley and Cabanac, 2015, Kosnik and Hamermesh, 2023), 
methodological influences (Argamon et al., 2008, Dodick et al., 2009) and discipline-
specific factors (Gray, 2011, Alluqmani and Shamir, 2018), to name but a few, 

have been investigated in the context of scholars’ WS. In this work, we seek to extend 
our existing understanding of scholars’ WS by addressing the following key questions: 
 How do individual scholars’ WSs change over time? 

 How do research students (i.e., advisees) part from their advisors’ WSs? 
 How do scholars’ WSs change following collaborations? 
 

To answer these questions, we develop a computational methodology combining a 
mathematical temporal graph representation of co-authorship dynamics, natural 
language processing, and deep learning techniques. Cen- tral to our methodology is the 

use of a transformer-based model to represent academic manuscripts within a latent 
space and associate different parts of each text to its most likely author. Through this non-
trivial computational embedding, we quantify and study the possible changes in one’s 

WS. We apply our methodology to real-world, large-scale bibliographic data from the 
Computer Science (CS) discipline consisting of around 570,000 CS scholars. 

The remainder of this manuscript is organized as follows: Section 2 presents the 

background concerning the computational methods we use in the course of this work. 
Section 3, details the methods and data used. Section 4 outlines the results obtained from 
our analysis followed by their discussion in Section 5. Finally, Section 6 draws 

conclusions, and highlights possible future work avenues. 

2. Related Work 

In this section, we briefly discuss the computational methods used in this study. Initially, 
we discuss social graph- based models with their mathematical formalization and how 

they are utilized in practice. Then, we present natural language processing using deep 
learning methods, in general, and their use of transformers, in particular. Finally, we 
review the notion WS through the perspective of writing profiles. 
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2.1 Social graph-based models 

Social interactions and communication naturally occur between individuals in a 
population. The occurrence, rate, and properties of these interactions define complex 
dynamics in a population that is the core of many areas of science (Tabassum et al., 

2018). Mathematically, one can utilize the well-established graph theory framework in 
order to capture these dynamics. Namely, treating the individuals in a population as 
nodes of a graph and the interactions between them as edges seems to offer a versatile 

framework that allows for a a wide range of social interactions to be modeled and 
investigated (Nettleton, 2013). For example, in the physical realm, graphs that track 
infection patterns due to social interactions are a powerful tool in epidemiological studies 

(Lazebnik, 2023). Simi- larly, in the virtual realm, interactions on social media can be 
used to classify individual personality characteristics (Staiano et al., 2012). 

A common graph-based model assumes that individuals do not directly interact with 

each other but rather interact with so-called “intermediate objects”. Formally, the 
intermediate object is commonly referred to as “item” and defined as a different type of 
node in the graph (Pham et al., 2015). More often than not, this defines a bilateral graph 

with individuals on one side and items on the other. For example, one can consider 
online text editing platforms such as Google Docs where individuals write together a file. 
The set of all files and individuals in the system defines the social graph with the 

individuals conceptually forming one side of the graph and the documents conceptually 
forming the other. Similarly, in the context of recommendation systems, items such as 
movies or products on e-commerce platforms can be represented with reviews, ratings, 

or simply the act of purchasing or watching by users capturing the interactions. In this 
case, the representation is not only useful for understanding consumer behavior but also 
instrumental in tailoring personalized experiences based on user-item interaction 

patterns (Gulati and Eirinaki, 2018). 
In this work, social graph-based models with intermediate objects seem to pose a 

natural modeling option to represent the complex interaction between scholars through 

manuscript co-authorship. 

2.2 Natural language processing using deep learning 

The field of natural language processing (NLP) covers a broad range of topics related to 
the computational analysis and interpretation of human languages. This field has 
progressively embraced a data-driven approach that incor- porates elements of statistics, 
probability, and machine learning (Otter et al., 2021a). Advances in computational 
capabilities and the advent of graphical processing units (GPUs) have further propelled 

the field into the era of deep learning, characterized by the use of complex neural 
networks (NNs) with potentially billions of adjustable parameters (Raina et al., 2009). 
Moreover, the modern capability to amass large-scale datasets, thanks to advanced data-
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gathering techniques, has made it feasible to train these intricate models (LeCun et al., 
2015). 

NNs consist of nodes (or neurons) linked together, where each node processes inputs 

to produce an output through weighted sums and nonlinear transformations. Adjustments 
to these weights are based on the network’s errors, often using a method known as 
backpropagation with stochastic gradient descent, which leverages error derivatives 

(Schmidhuber, 2015). The primary distinctions among neural network types lie in the 
nodes’ con- nections and the network’s depth. There are multiple types of NNs such as 
fully-connected, convolutional, and recursive NN, to name a few (Schmidhuber, 2015). 

In the context of NLP, Recurrent NN (RNN) gains popularity due to its ability to capture 
temporal information in the data which is found to be useful to also capture the de- 
pendency structure of text (Yu et al., 2019). For example, the Long-Short Term Memory 

(LSTM) NN where the recursive nodes are composed of several individual neurons 
connected in a manner designed to retain, forget, or expose specific information is widely 
used for NLP tasks (Yu et al., 2019). 

Recently, the concept of attention has been introduced to NN models. Namely, the 
attention mechanisms dynamically weigh the importance of different input features, 
allowing the model to focus more on relevant parts of the input data for the task at hand 

(Vaswani et al., 2017). This innovation gave rise to new NN architecture - transformers. 
Transformers are sequence-to-sequence models with the ability to handle long-range 
dependencies (Graves, 2012). An example of such a task is machine translation, where 

the model is provided with a text in the original language (sequence of words) and 
required to transform it to a text in the target language (another sequence of words) (Zhao 
et al., 2023). A popular recent example of a transformer model is the chatGPT model 

(Wu et al., 2023, Rosenfled and Lazebnik, 2024). 
Focusing on transformers, these models are based on the AutoEncoder NN structure 

(Acheampong et al., 2021). Namely, they consist of an encoder network that compresses 

the input data into a low-dimensional representa- tion, also known as the latent space, 
and a decoder network that reconstructs the original data from the com- pressed 
representation (Dong et al., 2018). The latent space can be used for a variety of tasks 

instead of the original one as it captures the most prominent and distinctive properties of 
the data (Shi et al., 2023). For ex- ample, in the context of text analysis, the T5 model 
(also known as the “Text-to-Text Transfer Transformer”) (Raffel et al., 2020) is a 

transformer model that trained on 20TB of data and for eight different tasks, to make sure 
the latent space of this model captures the complexity of natural language. Later works 
adopted the T5 models for an extensive amount of different tasks such as style transfer 

(dos Santos et al., 2018). Indeed, multiple studies used transformer-based models for 
writing-based challenges such as authorship attribution and profiling (Huertas-Tato et al., 
2022b, Huertas-Tato et al., 2024). For instance, (Polignano et al., 2020) adopted the 

popular BERT transformer for the author profiling task and demonstrated its superior 
performance compared to classical methods that involve manual feature engineering. 
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Similarly, (Huertas-Tato et al., 2022a) introduced PART, a model specially designed to 
learn authorship embedding for authorship attribution. 

A popular WS-extracting transformer model is TextSETTR (Rileya et al., 2021). 

TextSETTR introduces a unique approach to text style computational modeling by using 
unlabeled text and extracting a style vector from adjacent sentences, leveraging labeled 
data only at inference. It adapts the T5 architecture for style vector extrac- tion and 

conditions the decoder for style transfer through “targeted restyling” method. The model 
employs tunable inference for precise token control and generalizes across multiple style 
dimensions using few-shot examples. The training of TextSETTR involved fine-tuning a 

modified T5 model with a style extractor on corrupted input sen- tences, using noise, 
back-translation, and noisy back-translation tasks to optimize a reconstruction loss. The 
model’s output retains original content while transferring the style attributes, balancing 

style transformation with content preservation and maintaining coherence and 
readability. Due to these favorable properties, TextSETTR was chosen as a central 
instrument for our work. 

Importantly, due to the computational complexity of virtually all transformer models 
and the high dimension- ality of their latent spaces, they are widely considered to be 
“black box” models (Terreau et al., 2021). In other words, the resulting embedding is not 

readily interpretable, specifically in terms of its linguistic properties. Nev- ertheless, 
recent advances in explainable machine learning may suggest that such interpretation 
could be achieved in the future (Rao et al., 2022). 

2.3 Writing profiles 

Writing profiles refer to the distinct patterns or characteristics exhibited by individuals or 
groups in their writing practices (Van Waes and Schellens, 2003). These profiles are often 
used to understand and categorize various as- pects of writing behavior, such as cognitive 
processes, stylistic preferences, rhetorical strategies, and genre-specific conventions 
(Negretti et al., 2023). Writing profiles can be analyzed to identify strengths and 
weaknesses in writ- ing, to tailor instructional methods, and to enhance writing 
performance in academic and professional contexts (van der Loo et al., 2018). 
Specifically, writing profiles include WS and its interaction with content-wise layers of a 
text (Lavelle, 1997). In the academic writing context, writing profiles are shown to play 
a central role in the way a manuscript is evaluated and consumed (Xin and Lim, 2023). 
To this end, (Knight et al., 2020) developed an open-source tool, which provides 
feedback on rhetorical moves, with a design that allows feedback customization for 
specific contexts. This way, scholars can improve their text structures and therefore 
written communication. (Lonka et al., 2014) even show the connection between writing 
profiles and PhD students’ conceptions of aca- demic writing with their emotional state, 
further highlighting the unique characteristics of one’s writing profile, in general, and 
WS, in particular. 
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Over the years, a growing body of work focused on different properties of both the 
writing process and the resulting texts (Baker, 2016, Abdel Latif, 2008, Hartley and 
Branthwaite, 1989, Torrance et al., 2000). For exam- ple, (Chandler, 1992) argues that 

people differ in their underlying orientation to the experience of using writing media. The 
authors show that there is a continuous variable describing the WS from “planners” 
which use the writing process as a tool to record or communicate ideas to “discovers” 

which see themselves as engaging with the medium as a way of discovering what they 
think. Similar results were obtained by (Torrance et al., 1994) for U.K. domiciled, social 
science research students. (Crossley et al., 2014b) identified multiple profiles of 

successful essays via a cluster analysis approach using linguistic features reported by a 
variety of NLP tools. The authors identify four main types of styles that differ by their 
linguistic properties - depiction, academic, accessible, and lexical. (Torrance et al., 1999) 

establish that student writers develop stable writing strategies with their WS being mostly 
consistent across two writing activities occurring in a short period of time. 

In this study, we adopted a computational WS definition which is based on capturing 

complex statistical pat- terns in one’s text and extracting the stylistic properties of the text 
rather than the informative or structural ones inherent to it. Thus, unlike linguistic-based 
WS definitions, and in particular the notion of writing profiles, the computational WS is 

not directly associated with a specific level of text (i.e., word, sentence, or paragraph) 
but rather uses a highly-dimensional and mathematically complex combination of all of 
these levels. This computa- tional WS approach facilitates a deeper investigation into WS 

at scale yet limits one’s ability to provide a nuanced and fine-grained linguistic 
understanding of the studied phenomenon. 

3. Methods and Materials 

Our methodology consists of three phases: First, we rely on the extensive CS literature 
indexed by the popular DBLP (DataBase systems and Logic Programming) dataset 
(Aggrawal and Arora, 2016) and retrieve the original manuscripts and author profiles 
from CrossRef1 and SciProfiles2, respectively. 

 

Figure 1.  A schematic view of the study’s methodology. 
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Second, the acquired data is used to populate a time-depended social graph-based 
mathematical model. Third, the resulting non-trivial model is analyzed to address the 
three research questions introduced above. Figure 1 presents a schematic view of the 

study’s methodology. 

3.1 Data acquisition 

The DBLP database is a specialized bibliographic database that provides open 
bibliographic information on major CS journals and conference proceedings with decent 

coverage and accuracy (Rosenfeld, 2023). The database was retrieved on March 20th, 
2023 resulting in 14,301,639 publications. Using their DOIs (Digital Object Identifiers), 
13,874,575 (97%) publications were matched to their original online source using 
CrossRef. The entire text (in HTML format) was successfully retrieved for 13.2% of these 
publications, resulting in 1,830,817 texts in total. The entire dataset of publications was 
authored by 610,281 different authors. Using SciProfiles, 593,513 (97.2%) were matched 
and their profiles were retrieved. To be exact, if multiple profiles are provided by 
SciProfile’s API, we checked for each of these profiles if the titles of the manuscripts 
associated with the author from DBLP are presented. Technically, authors without a full 
name provided by DBLP are removed from the sample as their SciProfile could not be 
found. The profile with the highest count of matches is chosen. We filter out scholars 
who published over 500 manuscripts as well as authors with less than five manuscripts. 
On average, each author published 23.42 ± 40.44 manuscripts in our data. 

3.2 Model construction 

It is important to note that formally representing the WS of any given text is a challenging 
task as no clear, agreed- upon, definition of WS is currently available (Hartley et al., 

2001). As such, prior computational studies that dealt with large volumes of texts, which 
are self-evidently infeasible for domain experts to manually tag, adopted a data- driven 
approach (Gridach, 2020). Specifically, deep-learning-based models are considered 

state-of-the-art in this realm (Otter et al., 2021b). For our study, we align with prior work 
and represent a manuscript’s WS using a state- of-the-art model proposed by (Rileya et 
al., 2021). The adopted model is based on the assumption that large pre- trained text-to-

text artificial neural networks encompass the textual WS that can be used to condition 
the decoder of a style Transfer-based models (Acheampong et al., 2021) through a fine-
tuning procedure (Rileya et al., 2021). Technically, a text-to-text transformer model based 

on the T5 architecture called TextSETTR (Raffel et al., 2020), is adopted. TextSETTR 
generates a 1024-dimensional vector and accepts an arbitrarily long text using the 
attention layer in the transformer model. The original developers of the model have 

shown that the model outperforms the previous models in a wide range of settings. Of 
interest to our context, the model was shown to align with WS expert opinions more than 
80% of the time. This exceptional performance is obtained using the Few-shot machine 
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learning approach (Xu et al., 2020) which, unlike other approaches such as supervised 
or unsupervised learning (Jhamtani et al., 2017, Lample et al., 2019), requires very few 
labeled training examples during inference. Taken jointly, these properties make the 

proposed model seem especially suited for our research challenge. 
By applying the TextSETTR model to a given manuscript we are provided with a 

representation of that manuscript’s WS. However, for our purposes, we are mainly 

interested in representing a scholar’s WS. Accordingly, if the manuscript is authored by 
a single scholar then that manuscript’s WS can be fully attributed to the scholar alone at 
that time. However, if the manuscript is co-authored by several scholars, the resulting 

manuscript’s WS is assumed to be a mixture of its co-authors’ prior WSs. In order to 
disentangle this WS mixture, we assume that each part of the manuscript was written by 
a single scholar, as is commonly assumed in prior literature (Bevendorff et al., 2021). 

Accordingly, we perform the following process: First, we divide the manuscript into 
textual components such that each one presents a distinct, yet consistent, WS. To that 
end, we utilize the state-of- the-art model proposed by (Singh et al., 2021) which 

demonstrated 85% accuracy for this task on a large volume of documents. An example 
of such separation is provided in Appendix A. Once the division into textual compo- 
nents is obtained, we use the TextSETTR model discussed above to get a vector 

representation of each component in the text separately. Finally, we map each of the 
resulting WS vectors to their assumed source (i.e., scholar) by matching each vector to 
the co-author who is currently represented by the most similar WS vector using a stan- 

dard Euclidean distance metric3. Given the inherent complexity of correctly assigning 
authorship in co-authored publications, we verify the adequacy of the above process in 
Section 4. If a scholar is associated with a single component, then that component’s WS 

is treated as that scholar’s WS at that point in time. However, if more than a single 
component is associated with a scholar, then the proportional average of the 
components’ WS vectors is used instead. Clearly, to perform the last step (i.e., 

components to scholars mapping), each co-author’s prior WS is needed. Assuming a 
scholar has at least one single-authored manuscript, that manuscript’s WS can be used 
as a starting point for our iterative procedure. Specifically, starting from a scholar’s first 

solo-authored manuscript, the identified WS at that time point is iteratively propagated 
to the proceeding and precluding manuscripts according to the procedure outlined 
above. In other words, starting at each scholar’s first single-authored manuscript, we use 

the obtained WS to assign the components (and their WS) of the immediately proceeding 
and precluding manuscripts which, in turn, are used for their proceeding and precluding 
manuscripts, and so on. Scholars without any single-authored publications were omitted 

from further consideration (less than 13%). 
 



 
LAZEBNIK1 & ROSENFELD  A COMPUTATIONAL MODEL FOR WRITING STYLE DYNAMICS |  96 

 
 

3.3 Author-Manuscript Graph 

To capture the collaboration and WS dynamics over time, we define a graph, G = (S, M, 
E), where each scholar is represented as a node in the graph s ∈ S, each manuscript is 
represented as a different type of node in the graph m ∈ M , and a directed edge e ∈ E ⊆ 
S X M connects each scholar to each of his/her manuscripts. Formally, a scholar node s ∈ S is defined by the tuple s := (f, g) where f is the scholar’s main field of the study as 
indicated by the name of its primary-associated department (e.g., computer science, 
mathematics, physics)4 and g is the scholar’s gender that can take one of the values male, 
female, unknown . The scholar’s gender is obtained based on a query to the model 
proposed by (Hu et al., 2021) which was trained on around 100 million pairs of names 
and gender association, as collected by Yahoo!. A scholar’s gender is taken only if the 
model’s prediction confidence is higher than 95% (true for 94.6% of the scholars). A 
manuscript node m ∈ M is defined by the WS vectors associated with the manuscript’s 
components and the time the manuscript has been published, denoted by ξ and t, 
respectively. Last, an edge e = (s, m) ∈ E indicates that a scholar s is a (co-)author of the 
manuscript m. Overall, we find the main field of study of 81.3% of the scholars and the 
gender of 94.6%. In total, 80.5% of scholars’ profiles included both parameters. Figure 2 
presents a schematic view of the author-manuscript graph where the graph has a bipartite 
representation with authors on one side and manuscripts on the other. An edge indicates 
a scholar is listed as a co-author of a manuscript. 
 

 
 

Figure 2: A schematic view of the author-manuscript graph. 
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3.4 Writing style analysis 

The statistical analysis is divided into three parts, each corresponding to one of our 
primary research questions. 
 
WS Dynamics:  To quantify the WS change over time for a given scholar, we define a 
function C : Rκ×Nx RN →

 R+ where κ is the yearly average number (rounded to the closest 
natural number) of manuscripts an author publishes in a year. In addition, N ∈ N is the 
WS representation vector’s dimension. Formally, C accepts a list (L) of |L|  = κ ∈ N WS 
vectors corresponding to κ WS vectors published before a reference WS, u, which is also 
provided to C: where ||x|| is the L1 norm of a vector x. Intuitively, the above calculation 
quantifies the extent to which a currently exhibited WS is different compared to former 
WSs presented roughly during the preceding year. 
 
 
 
 
 
WS Emergence: To capture how research students’ WS emerges, one needs to determine 
who were a student’s advisors and when that student graduated. While some crowd-
sourced advisor-advisee data is available by the Mathematics Genealogy Project5 and 
Academic Family Tree6, from our preliminary investigation, it does not cover a significant 
portion of our data. As such, we adopt a heuristic approach which was successfully 
applied in prior works (e.g., (Suresh et al., 2007)) where we consider the individual(s) a 
scholar has co-authored the most manuscripts during their first three publications years 
as their advisor(s). Note that this simple heuristic may capture both “official” and 
“unoffical” advisors alike, which seems favorable for our purposes. Formally, let us 
denote the set of manuscripts the student and advisor(s) co-authored during the first three 
years to be A and ρ := |A| ∈ N. Thus, the student’s exposure to the advisor’s WS is set to 
be the average WS of the advisor from the manuscripts in set A. Hence, the student’s 
style emergence function with respect to his/her advisor(s) (A) is defined as follows:  
 
 
 
where u ∈ RN is the student’s WS vector one wishes to compare with the baseline WS 
which is computed by                                 .            . Since we are interested in the 
temporal change of a scholar’s WS, let us define ui to be a scholar’s ith WS vector such 
that u0 is the first manuscript the scholar published following the latest manuscript in A. 
Intuitively, we compare a currently exhibited WS to the advisor’s average WS presented 
to the student as part of their co-authored manuscripts during the student’s training 
period. 
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WS and Collaborations: For each co-authored manuscript, we extract the following 
features: for each co- author, we retrieve the main field of study (f ), gender (g), and the 
number of previously published manuscripts. The number of co-authors listed in the 

manuscript’s byline is also extracted. These values are considered as a feature vector x 
for our learning model. We define the scholar’s WS change which was observed due to 
a co- authored manuscript as defined by Eq. (1), to be the target value – denoted as y. 

Since the number of co-authors can be arbitrary, we set x’s size to be the maximal size 
required by any manuscript in the database and padded the non-required positions in x 
accordingly. 

The resulting dataset of samples, consisting of the features of each co-author as input 
and the observed WS change as an output, is fed to a Tree-based Pipeline Optimization 
Tool (TPOT) automatic machine learning model (AutoML) (Olson and Moore, 2016, 

Lazebnik and Somech, 2022) that is especially suited for complex regression tasks and 
seeks to minimize the predictions’ mean absolute error. Feature importance is computed 
and reported to determine the perceived influence each parameter had on the prediction 

capability of the model (Li et al., 2020). 
In addition, we classify each WS change (i.e., y) to one of the following types: 1) 

towards the center of mass (i.e., all co-authors’ WS move closer to the average WS of the 

group); 2) positive one-side change (i.e., the scholar in question moves closer to the 
average WS of the group but the prior criterion is not met); 3) negative one-side change 
(i.e., the scholar in question moves away from the average WS of the group) and 4) no 

clear change (i.e., if no other criteria are met). Accordingly, we perform a statistical 
analysis to determine if certain circumstances, as detailed in the following analysis, are 
statistically associated with different WS change types using an ANOVA test with post-

hoc Tukey correction. 

4. Results 

In the following, we first verify the adequacy of our authorship assignment process. Then, 
we address the three main research questions defined for this study. 
 
Authorship Assignment: In order to verify the adequacy of our authorship assignments, 
we perform two anal- yses: First, we compare the resulting assignments to a na¨�ve 
method which assigns WS vectors uniformly at random to the manuscript’s co-authors. 
Second, we show that the resulting assignments are generally aligned with the evidence-
based expectation of the authors’ writing distribution. 

Specifically, we repeated the authorship assignment process but this time, each WS 
vector was mapped to a random co-author. Now, for each author, we compute the radius 
of the set of assigned WS vectors (i.e., the average distance from the center of mass of the 
set) twice; once using our original assignments and once using the na¨�ve approach. 
Clearly, a smaller radius is an indicator of stronger cohesiveness. Since the random 
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assignment was performed 100 times, the best-performing assignment was selected. 
Using a one-sided paired t-test, the results show that our assignment brings about a 
statistically significant lower average radius at p < 0.005. Moreover, as shown in Figure 

3, our assignment suggests that the first author is responsible for most of the writing 
regardless of the number of co-authors (ranging from 64% of the text in the case of two 
co-authors to 39% of the text in the case of six co-authors). In addition, the second and 

last co-authors seem to contribute significantly more to the writing compared to other 
co-authors (if such exist). These results seem to align with the expected distribution in 
academic co-authorship as observed in prior literature (Correa Jr. et al., 2017, Lazebnik 

et al., 2023). 

WS Dynamics:   Figure 4 presents the authors’ WS changes over manuscripts, where |L|  
= 3. As one can notice, for roughly the first 12 published manuscripts, a scholar’s WS 

varies significantly from one manuscript to the next. From that point on, the scholar’s WS 
is not constant (i.e., the WS change is not zero) yet the WS change seems to be mild and 
relatively stable over time. That is, the measured change in WS from one manuscript to 

Figure 3: Average portion of text, in length, associated with each co-author  

considering the number of co-authors. 
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the next remains roughly steady. In order to mathematically capture this phenomenon, 
we introduce a threshold over the WS change to determine if and when a scholar’s WS 
has converged. Formally, the convergence point, α ∈ N, for a threshold ω  ∈  R +, is defined 

as                                                                    The results of this analysis are summarized 
in Table 1. Note that since not all scholars converge for a given threshold ω, we stated 
the percentage of scholars that did coverage given the specified threshold. 

Table 1: Writing style converge. The results are reported as the mean standard deviation of the 
convergence point (top row) and the percentage of converging scholars (bottom row) for each 
examined threshold (columns). 

Threshold (ω) 0.01 0.02 0.03 0.04 0.05 
Convergance point (α) 13.3 ± 6.7 10.8 ± 4.9 8.5 ± 4.2 7.1 ± 3.6 5.2 ± 3.0 
Convergence (%) 89.4 92.3 95.7 96.5 96.9 

 
 One may speculate that the WS change dynamics may be significantly different for 
different scholars. In order to examine this hypothesis, we used the classic k-mean 

algorithm adapted to time series data (Niennattrakul and Ratanamahatana, 2007) using 
the popular tslearn library (Tavenard et al., 2020) with the expectations of finding 
significantly different groups of scholars in terms of WS change dynamics. Figure 5 shows 

the L2 intra metric for a different number of clusters on our data. Commonly, when the 
data is inherently divided into k > 1 clusters, one expects to witness an “elbow” in the 
graph which reveals a point in which the decrease in the intra metric changes from large 
to small. 

Figure 4: Changes in writing style from one manuscript to the next. The results are  

reported as the mean standard deviation for the entire studied population.. 
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However, as shown in Figure 4, this is not the case here. Hence, the data does not seem 
to support this hypothesis. 
 

WS Emergence: Figure 6 presents the students’ WS emergence from the student’s 
graduation. The figure depicts a sigmoid-like increase in the WS difference from one’s 
advisor(s) over manuscripts. Similarly to the analysis of WS change over time, roughly 

around the graduate’s 14th publication, the difference from one’s advisor(s) seems to 
converge to a relatively steady distance. In other words, on average, after 14 publications, 
the difference in WS between a graduate and his/her advisor is roughly stable. 

Let us consider the two authors of this manuscript as illustrative examples. Figure 7 
presents a 2-d standard PCA dimensionality reduction projection of each of their first 10 
publications after graduation compared to their respective advisors’ WS during their 

training periods. The second author (presented on the right), demonstrates a rather 
consistent WS emergence pattern that moves away from his advisor’s WS in the same 
direction over time. However, the first author (presented on the left) demonstrates a more 

cluttered pattern without a clear direction over time. 

WS and Collaboration: Since the number of features is considerably large due to the 
arbitrary number of co- authors in each manuscript, we focused on the four factors 

summarized in Table 2. Specifically, we first consider the genders involved in the co-
authored manuscript, and for each examined scholar we classify each co-authored 
manuscript into one of four categories: 1) All male (i.e., all co-authors are male); 2) Male-

Figure 5: Clustering scholars based on their WS change dynamics.  

The Elbow graph presents the results of the k-means clustering method  

with the L2 distance. No apparent elbow point is observed. 
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Mix (i.e., the scholar in question is Male and the remaining co-authors consist of both 
male and female co-authors); 3) Female-Mix (i.e., the scholar in question is Female and 
the remaining co-authors consist of both male and female co-authors); 4) All female (i.e., 

all co-authors are female). We then consider whether the field of research of all co-
authors is the same or not (acknowledging minor differences such as word order and the 
insignificance of generic terms such as “department” or “faculty”). The “number of co-

authors” factor refers to the number of authors listed in a manuscript’s byline and the 
previous publications factor refers to the number of prior publications made by the 
scholar in question. For each of these factors, the average importance of changing one’s 

WS is presented. In addition, the statistical relation between each value and a specific 
type of WS change is reported. 

5. Discussion 

Let us revisit the original research questions posed for this study. 
First, we have asked “How do individual scholars’ WS change over time?”. The 

results seem to indicate that the vast majority of scholars exhibit an evolving WS which, 
at first, presents a cluttered behavior that soon converges to mild and steady changes 
around their 13th manuscript. The fact that one’s WS converges to small and steady 
changes between one manuscript to the next is somewhat intuitive as it reflects the 
process of forming one’s unique academic personality, style, and practices which are 
ever-evolving. However, the fact that this convergence occurs early in one’s career is, to 
us, very surprising. In our data, on average, convergence occurs after four publication 
years. This means that the scholars’ WS “learning curve” has flattened extremely early. 
One possible explanation may be the infamous pressure to publish extensively during 

Table 2: For each examined factor (rows) we report the estimated importance in explaining the WS
change ob- served as a result of a joint publication and the statistical association with a specific type
of WS change. Statisti- cally significant results are marked by * for p ≤ 0.05 and ** for p ≤ 0.01 
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one’s first years in academia, partially, to secure a permanent position (Waaijer et al., 
2017). Specifically, during these first years a scholar may avoid the long, arguably 
needed, process of perfecting their WS in exchange for improving their body of work. 

Second, we have asked “How do research students (i.e., advisees) part from their 
advisors’ WS?”. The results seem to suggest that the distance between one’s WS and 
his/her advisors’ WS is increasing in a sigmoid-like fashion until convergence is reached 

around one’s 14th publication. Interestingly, this convergence seems to agree with the 
one obtained from the previous analysis as well. The observed pattern seems to align 
with the histori- cally observed dynamics of apprenticeship (Fuller and Unwin, 2009). 

The results also demonstrate an increasing pattern in standard deviation presented in Fig. 
6. These indicate that one’s departure from his/her advisors’ WS is very personal, aligning 
with the results of a recent study dedicated to the advisor-advisee collaboration patterns 

in Computer Science (Rosenfeld and Maksimov, 2022). A complimentary explanation 
may posit that the WS change should be partially associated with the possible change in 
research focus and theme often observed in young re- searchers (Chatzea et al., 2024). 

That is, as young researcher academically mature, they often find their unique research 
themes which may entail some writing style nuances. Given the complexities associated 
with identify- ing, measuring, and quantifying changes in one’s research themes, and 

more generally in sub-field demarcation (Aviv-Reuven and Rosenfeld, 2023a), we believe 
that this possible explanation points to a promising future work direction. 

Last, we have asked “How do scholars’ WSs change following collaborations?”. The 

results point to several statistically significant factors that seem to govern the way 
collaborations influence one’s WS. Starting with gender, it is found to be the least 
influential factor out of the examined ones. Interestingly, while the interactions between 

males and females are symmetric in the sense that, statistically, they do not have a 
specific way of changing one’s WS, interactions between the same gender result in 
different outcomes. This outcome agrees with a wide range of prior studies about 

collaborations and gender which showed that cross-gender collaboration results in 
asymmetric influence on the genders (Abramo et al., 2019, Leman et al., 2011, Nunkoo 
et al., 2020). The field of research seems to play a slightly more central role. Specifically, 

co-authors from the same field are well influenced by each other’s WS while co-authors 
from different fields are not. This result is, perhaps, counter-intuitive as one could expect 
scholars from different disciplines to have a greater impact on each other as they are 

accustomed to slightly different writing standards and practices.   
However, this result is similar in spirit to how scholars react and adopt ideas from 

peers within and outside their research field (Lazebnik et al., 2022). In addition, the 

number of co-authors encompasses great importance in predicting the WS change due 
to collaboration. Albeit statistically insignificant, when there are only two co-authors, 
both seem to learn from each other and slightly adopt each other’s WS.  
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Figure 6: WS difference between a graduate and his/her advisor over manuscripts.  

The results are reported as the mean ± standard deviation over the entire population. 

Figure 7: Scholars’ manuscripts published after graduation are marked by ’x’  

and numbered by order of publication. 
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-However, when three co-authors are concerned, and especially when more than three 
are considered, scholars are less influenced by their co-authors’ WS. The most significant 
factor is the previous number of manuscripts a scholar has. 

Similar to the results discussed earlier for the student-advisor dynamics, young scholars 
(in terms of published manuscripts) tend to be more influenced by others’ WS compared 
to more experienced authors which have already established a personal WS and thus are 

less prone to changes. 

6. Conclusions 

In this study, we explored how scholars’ writing styles evolve throughout their careers 
focusing on their academic relations with their advisors and peers. To this end, we 
proposed and implemented a computational framework that captures how scholars’ WS 
changes over time due to co-authorship and advisor-advisee relationships. The obtained 
results point to several fundamental phenomena: First, we find that for most scholars, 
writing style tends to converge early in their career (around their 13th publication). 
Similarly, for most scholars, the departure from their advisor’s writing style seems to 
converge roughly after 14 publications. In the same vein, we find that the writing style of 
less seasoned scholars tends to be more influenced by their collaborators’ styles than 
others. Other collaboration characteristics, such as gender, discipline, and the number 
of co-authors, were also linked with the changes in one’s writing style, albeit to a lower 
extent. Taken jointly, in addition to their fundamental role in understanding academic 
WS dynamics, these results can be instrumental in enhancing Ph.D. and young faculty 
programs. Practical steps may include academic writing workshops and seminars for 
those who struggle to find their own writing style, encouragement and assistance in 
pursuing one’s own work and writing style during their training or early on in their 
careers, and the promotion of collaborations with accomplished writers from whom 
young scholars can learn, to name a few. 

It is important to note that the proposed model and analysis are not without 
limitations. First, our analysis focuses on the Computer Science discipline. In future work, 

we intend to extend our analysis to include additional disciplines that need not 
necessarily align with the practices and standards of Computer Science (e.g., Humanities 
and Social Sciences). Second, several parts of our implementation, such as the attribution 

of specific parts of a text to co-authors, are open challenges in the literature and cannot 
be deemed accurate almost by definition. Thus, the raw results used for our analysis are 
not without noise and errors. Notably, name disambiguation and gender inference in our 

data are challenging since DBLP provides only the author’s name (and his/her list of CS 
publications) as an indicator of their identity and gender. As such, authors with identical 
full names are possibly inaccurately considered as one author, and gender may not be 

inferred for authors with unisex names. Similarly, since our analysis considers only a 
subset of the DBLP-indexed data (see Data acquisition above), it may inadvertently 
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introduce some form of data-selection bias. Improving these components could lead to 
more robust outcomes and conclusions. One possible remedy for this challenge is to limit 
future investigations to scholars working in a specific sub-field for whom data quality 

control is more manageable. However, the delineation of a specific scientific sub-field 
is, itself, unclear and journals and conferences’ boundaries need not necessarily align 
with those of any given sub-field (Aviv-Reuven and Rosenfeld, 2023b). We intend to 

pursue such a non-trivial investigation in future work. Additionally, the proposed analysis 
does not take into consideration additional social and cultural features that might also 
govern scholars’ WS and its changes (Savchenko and Lazebnik, 2022). For example, a 

scholar’s nationality may likely play a central role in shaping his/her WS and its 
dynamics. We intend to explore this and additional socio-demographic features in the 
future. Moreover, we believe that a complementary line of work that adopts a more 

classic linguistic-based approach to model and analyze scholars’ writing style dynamics 
could be pursued based on the results of this study to further advance and deepen our 
understanding of this complex phenomenon. In particular, due to the “black-box” nature 

of the WS definition used in this study, our ability to pin-point the linguistic and artistic 
properties of the WS dynamics is currently limited. Finally, with the emergence of Large 
Language Models (LLMs) (Yao et al., 2024, Thirunavukarasu et al., 2023) and their usage 

in academic writing (Lazebnik and Rosenfeld, 2024, Potter and Palmer, 2023), a natural 
extension of this study may include LLMs as potentially implicit co-authors of a 
manuscript. 

Notes 
1. https://api.crossref.org 

2. https://sciprofiles.com 
3. Unlikely ties may result in a single component being assigned to multiple co-authors. 
4. We extracted this information by searching the scholar’s name in Google and 

retrieving the data from the first link, followed by a manual regular expression data 
standardization.  

5. https://www.genealogy.math.ndsu.nodak.edu 
6. https://academictree.org 
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Appendix A: An example of the similar writting style (WS) splitting process  
”Botanical-epidemiological models (BEMs) are special mathematical models that are 

used for the study of epidemiological dynamics in plant populations [25, 26, 27, 28]. 
These models are used to investigate factors that potentially contribute to the transmission 
and spread of diseases, as well as to predict the potential impacts of these diseases on 

crop yields and quality, food security, and many more [29, 30, 31, 32]. BEMs share 
common fea- tures and properties with animal and human-focused epidemiological 
models such as epidemiological states and infection mechanisms [33, 34, 35]. As such, 

it is common to find BEMs that are based on the popular Susceptible- Infected-Recovered 
(SIR) model proposed by [36] for a human population. However, when tested on 
historical data, these SIR-based models demonstrate limited capabilities due to their over-

simplicity and lack of considera- tion for the unique properties of the plant population 
and plant-based pathogens [37]. Over time, researchers have been developing more 
complex and sophisticated BEMs that incorporate novel factors such as plant spatial 

distri- bution, host resistance, and pathogen virulence. For instance, [38] used Gaussian 
interaction and discretized SIR models to analyze disease spread in spatial populations 
with constant populations in 2-dimentional patches. Daily neighborhood interactions 

and contagion rates impact disease spread, with results indicating multiple waves with 
increasing size and a contagion rate determined by distance from the origin. Similarly, 
[39] used a spatio-temporal extended SIR epidemiological model with a non-linear 

output economic model to model the profit from a farm of plants during a botanical 
pandemic. In [40], the authors analyzed the stability, existence of a periodic solution, 
and coexistence of multiple strains in a multistrain Susceptible-Infected-Susceptible (SIS) 

epidemic model. Generally speaking, extended SIR-based models, with unique 
properties to the pathogen, plant, and environment are taken into consideration for 
multiple scenarios, providing decent prediction capabilities [41, 47, 48, 49, 50, 51, 52, 

53, 54, 42, 43, 44, 45, 46]. The adoption of a model from one pathogen or plant to 
another is challenging due to the unique properties each combination of plant and 
pathogen has. Focusing on CLR dynamics, at a high level, the disease’s local spread 

follows two stages that are similar to other diseases directly transmitted [55]. During the 
first stage, wind-carried urediniospores land on coffee farms and penetrate the stomata 
on the underside of the coffee leaves. Then, the urediniospores grow haustoria to extract 

nutrients from the leaf tissue, exiting again through the stomata and producing more 
spores. Pending, in the second stage, the urediniospores are dispersed to nearby coffee 
plants either through direct contact, water splash, or turbulent wind. It is also possible for 

the spores to be lifted into the atmosphere and contribute to the disease’s spread in a 
larger area.” 
Such that the red text indicates the first author while the blue text indicates the second 

author. 


