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Abstract: In the past years, comparative assessment approaches have gained ground as a 

viable method to assess text quality. Instead of providing absolute scores to a text as in 

holistic or analytic scoring methods, raters in comparative assessments rate text quality by 

comparing texts either to pre-selected benchmarks representing different levels of writing 

quality (i.e., benchmark rating method) or by a series of pairwise comparisons to other texts 

in the sample (i.e., comparative judgement; CJ). In the present study, text quality scores from 

the benchmarking method and CJ are compared in terms of their reliability, convergent 

validity and scoring distribution. Results show that benchmark ratings and CJ-ratings were 

highly consistent and converged to the same construct of text quality. However, the 

distribution of benchmark ratings showed a central tendency. It is discussed how both 

methods can be integrated and used such that writing can be assessed reliably, validly, but 

also efficiently in both writing research and practice.  
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1. Introduction 

At the heart of writing education and research lies the assessment of writing. 

Without any adequate and appropriate measure of the quality of written texts, 

students fail to have insight in their ability to write, teachers cannot monitor and 

promote students’ writing development in class, policymakers do not know 

whether students’ writing skills meet the national standards, and researchers 

cannot make claims on the effectiveness of writing processes and interventions (cf. 

Van Steendam et al., 2012, pp. x-xxi). For all these stakeholders, however, it is a true 

challenge to assess writing quality in a reliable and valid manner, especially in low-

stakes classroom contexts in which there are relatively many texts and few 

assessors. This study aims to extend our knowledge on writing assessment in small-

scale studies by investigating the reliability and validity of scores based on two 

comparative assessment approaches that are increasingly being used in educational 

research and practice: benchmark ratings and comparative judgement. We will 

empirically investigate the extent to which they measure text quality in a consistent 

and appropriate manner. This knowledge is of vital importance for educators and 

researchers to justify a valid and reliable interpretation of text quality ratings based 

on a comparative assessment of writing, and whether both comparative approaches 

can be used interchangeably. 

That assessing writing performance is notoriously difficult is mainly due to the 

complexity and multidimensionality of text quality (Huot, 1990). A text cannot be 

considered as either good or bad; on the contrary it can be simultaneously good 

and bad, for different reasons. For instance, a text can be well-written because of its 

linguistic features, i.e., with grammatically correct sentences, diverse and complex 

words and connectives, and free of spelling and punctuation errors. The same text, 

however, can also be considered as poorly written when it fails to fulfil its 

communicative purpose. For instance, when ideas or arguments in the text are not 

yet well-developed or logically structured. Consequently, when aiming at making 

evaluative judgements of students’ quality of writing beyond the linguistic level, 

which is often the aim in educational research and practice, assessors need to take 

the communicative and content aspects of writing into account. But doing so in a 

reliable and valid manner is a challenge.  

When assessors are completely free in forming a holistic impression of text 

quality, their scores may vary to a large extent. One of the reasons for the large rater 

variance is that assessors have their own standards of what constitutes a good text 

and focus on different criteria when evaluating text quality (Myford & Wolfe, 2003). 

Another reason is that they vary in how they use a scoring scale, with some assessors 

who are more severe or lenient than others (Leckie & Baird, 2011). These differences 

between assessors affect the reliability and, hence, the validity of text quality scores 

(Bouwer et al., 2023). To ensure that assessors take all relevant aspects into account 
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when evaluating text quality and use the scoring scale consistently, assessors need 

clear rating instructions including examples and predefined rating criteria, such as 

content, structure, style, grammar, mechanics (cf. Weigle, 2002).  

The freedom of assessors can be even more restricted by analytic rating 

schemes, such as criteria-lists, rubrics, or checklists (Jonsson & Svingby, 2007). In 

these analytic methods, assessors score predefined criteria separately. These 

analytic scores can then be combined into one composite score for text quality. A 

meta-analysis by Jonsson and Svingby (2007) shows that analytic and holistic rubrics 

combined with rater training are associated with acceptable levels of score 

reliability. However, there are also studies demonstrating that even under these 

more restricted conditions, assessors remain to vary in how they interpret and apply 

analytic criteria to a text (Barkaoui, 2011; Lumley, 2002). Moreover, it can be 

questioned whether the sum of separately scored sub-dimensions are a valid 

representation of overall text quality and whether text features can be considered 

as independent constructs at all (Huot, 1990; Mabry, 1999; Sadler, 2009). In sum, 

evaluating text quality seems to be a challenge and neither a holistic nor an analytic 

assessment method guarantees a valid and reliable interpretation and use of writing 

scores. 

2. Comparative Approaches to the Assessment of Writing 

There Recently, a comparative approach to the assessment of writing has been 

introduced as a promising alternative for researchers and educators, also in low 

stakes writing performance settings (Bouwer et al., 2023; Heldsinger & Humphry, 

2010; Lesterhuis et al., 2017; Pollitt, 2004, 2012). Instead of evaluating one text after 

the other as is the case in holistic and analytic methods, a comparative approach 

allows assessors to evaluate text quality by comparing texts to each other and to 

determine which one is of higher quality. This is considered to be a more natural 

way of how we make evaluative judgements. Laming (2004) states that every 

judgement is actually a comparison, either with an internal standard, or with work 

that has been seen before. This may explain the well-known order effects in writing 

assessment (Myford & Wolfe, 2003; Weigle, 2002), in which texts of average quality 

receive a relatively higher score for text quality if they are evaluated after a series of 

low-quality texts than after a series of high-quality texts. By comparing texts directly 

to each other, it is assumed that texts are no longer implicitly compared to 

previously assessed texts or to an unknown internal standard. 

Two procedures adopting a comparative approach to the assessment of writing 

are currently prevailing: benchmark ratings and comparative judgements (CJ). 

Following a benchmark rating procedure, raters compare each text to prototypical 

texts (i.e., benchmarks) on a continuous rating scale and score the text accordingly. 

The benchmarks represent different levels of text quality, ranging from very poor 

to very good. For each benchmark it is described why it is of higher (or lower) 
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quality than the other benchmarks. This description can include holistic 

information on the overall quality of the text as well as more detailed and analytic 

information for specific criteria. For examples of studies that have used such a 

benchmark rating procedure, see Bouwer et al. (2018) or Schoonen (2005). 

In CJ, texts are not compared to benchmarks but directly to each other in a series 

of pairwise comparisons. This implies that assessors do not provide scores, but they 

only have to indicate in each pairwise comparison which of the two texts they 

consider the one with the highest quality. This procedure eliminates score variance 

due to differences between raters in how they use the rating scale (e.g., effects of 

central tendency or rater severity/lenience, see Myford & Wolfe, 2003). Based upon 

the probability that a text is selected as the best in each pair, texts can be ranked on 

a scale from low to high quality (Thurstone, 1927). Applying the Bradley-Terry-Luce 

model to all these pairwise comparisons also result in scores for text quality (in logit 

values), which can be considered as the shared consensus of assessors regarding 

the extent to which a particular text is of higher quality than the other texts (Van 

Daal et al., 2019). For examples of studies that have implemented the method of CJ, 

see Van Daal et al. (2022). 

Research has consistently shown that both comparative assessment procedures 

increase the reliability and validity of text quality ratings. Benchmark ratings, for 

instance, are associated with less rater variance than holistic ratings, and with less 

task-specific rater variance than analytic ratings (Bouwer & Koster, 2016; Schoonen, 

2005; Van den Bergh et al., 2012). This improves the generalizability of benchmark 

ratings to students’ overall writing performance, which implies that the 

benchmarking method leads to not only reliable but also valid ratings. Blok (1986) 

reported that the method of benchmark ratings is also a feasible method, as 

instructions for providing scores of text quality by comparing texts to a benchmark 

were easily applied by raters. The method has been implemented in several writing 

research studies for the assessment of text quality, with inter-rater reliability levels 

ranging from .72 to .90 (Bouwer & Koster, 2016; De Milliano et al., 2012; De Smedt & 

Van Keer, 2018; Schoonen, 2012; Tillema et al., 2012).  

Comparative judgement is also associated with highly reliable ratings for text 

quality, given that sufficient comparisons per text are made (Bramley, 2015; Pollitt, 

2012; Verhavert et al., 2017). A recent meta-analysis of 49 CJ assessments revealed 

that on average, when pairs are randomly selected, 12 comparisons were needed to 

reach a minimum level of reliability of .70, and 17 comparisons for a reliability of at 

least .80 (Verhavert et al., 2019). Despite the workload, the average judgement time 

per text in a comparison is still more than 5 times lower than when the same text is 

judged in an absolute way (Coertjens et al., 2017). Furthermore, the total number of 

comparisons can be distributed among multiple raters, which decreases the 

workload per individual rater. Researchers have also shown that including multiple 

raters in a CJ session will increase the validity of the results, as the shared consensus 
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of multiple raters appears to be a good reflection of all relevant aspects of the 

writing task (Jones & Alcock, 2014; Lesterhuis, 2018; Van Daal et al., 2019). 

3. Present Study 

Based upon previous research findings we can conclude that comparative 

assessment approaches can lead to reliable and valid ratings of text quality. 

However, while the two above-mentioned comparative approaches are similar, they 

do differ on some key aspects. For instance, they differ in the extent to which 

assessors are supported during the evaluative process. In the benchmark 

procedure, assessors are provided with standards and descriptions for high and low 

text quality that should assist them with scoring consistently over time. These 

standards are, however, not present in CJ. This might decrease the reliability of the 

scores in CJ in comparison to benchmark ratings, even though assessors in CJ can 

make a relatively easier decision (i.e., only pointing out the best text in a pair, 

instead of also assigning scores to the texts). In addition, even though results 

regarding the effects of rater training for the reliability of performance assessments 

are generally mixed (Lumley & McNamara, 1995; Rezaei & Lovorn, 2010), and 

assessors appear to focus predominantly on aspects that are related to the quality 

of the argumentation and organisation when comparing texts (Lesterhuis, 2018), it 

is yet unknown whether a training in CJ is required for assessors to keep their 

judgements consistent, and hence reliable, over time. 

Comparable levels of reliability are not sufficient to conclude that both methods 

are interchangeable, it is also needed to get insight into the convergent validity, that 

is, whether the scores in both procedures converge. High correlations between 

scores indicate that both procedures measure the same underlying construct 

(Messick, 1989). Furthermore, it can be questioned whether the scoring distribution 

is comparable in both methods. For optimal use in educational practice, text quality 

scores have to follow a normal distribution with sufficient score variation and no 

central tendency (Borsboom et al., 2004; Mabry, 1999). However, assessment 

research has shown that assessors can use rating scales quite differently, such as 

only using the central range of the scale instead of also the extreme scores (i.e., 

central tendency or restriction-of-range, Humphry & Heldsinger, 2014; Myford & 

Wolfe, 2003). While assessors in the CJ procedure only have to indicate what they 

consider to be the best text in a pair, assessors in the benchmarking procedure have 

to provide scores by using the benchmark rating scale, which leaves room for 

individual rater biases. This may negatively affect the scoring distribution in the 

benchmark rating procedure, making it difficult to adequately discriminate 

between texts of high and low quality. 

The aim of the present study is to evaluate and compare the reliability and 

validity of benchmarking and CJ. This knowledge will support researchers and 

educators to make well-informed decisions on how to best implement which 
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comparative assessment procedure in what context. More particularly, this study 

focuses on the following research questions: 

1. To what extent do benchmarking and CJ ratings, either by trained or untrained 

raters, lead to comparable levels of reliability? 

2. To what extent do ratings obtained by the benchmark and CJ rating procedure 

converge to the same construct of writing quality as reflected by their 

correlation (i.e., convergent validity)? 

3. To what extent do benchmark and CJ ratings have a comparable scoring 

distribution? 

In line with previous research on comparative assessment (Bouwer & Koster, 2016; 

Lesterhuis et al., 2017; Pollitt, 2012; Verhavert et al., 2019), we expected high 

reliabilities for both comparative assessment methods, regardless of whether 

assessors in the CJ method were trained or not. Moreover, as both methods are 

based on a comparative approach, we expected the ratings of CJ to converge with 

the benchmark ratings. Finally, we expected that assessors are able to differentiate 

between texts of low and high quality in both rating procedures, but that CJ scores 

will be better distributed over the entire scale, given the potential influence of 

individual scoring biases in the benchmark ratings (cf. Myford & Wolfe, 2003). 

4. Method 

4.1 Participants 

A total of fourteen undergraduate students (thirteen female, one male), studying at 

the Department of Educational Studies, participated as raters in this study. Their 

mean age was 22 years (SD = 1.15). None of the participating students had any 

experience with one of the rating procedures, nor with rating the quality of texts 

written by primary school students. Students were randomly assigned to one of the 

three rating conditions: Two students were assigned to the benchmark rating 

procedure, six students were assigned to the CJ rating procedure with training, and 

six students were assigned to the CJ rating procedure without training. We assigned 

more raters to the CJ conditions to ensure that each rater received a comparable 

number of comparisons in each condition (183 individual comparisons for 

benchmark ratings versus 225 comparisons for CJ), and hence, invested an equal 

amount of rating time. A recent meta-analysis revealed that the reliability level of CJ 

is affected by the number of comparisons per rater, but not by the overall number 

of raters in the assessment (Verhavert et al., 2019). 



503 | JOURNAL OF WRITING RESEARCH 

4.2 Materials and procedure 

4.2.1 Text sample  
Raters assessed the quality of 183 descriptive texts written by fifth (n = 97) and sixth-

graders (n = 86) from nine primary schools. The texts were randomly selected from 

a larger research project on the state-of-the-art of descriptive and narrative writing 

in primary education in Belgium (De Smedt et al., 2015, 2017). The writing task 

included a visual prompt of an alien and a school building with the following 

instruction: “Describe to the alien what a school is”, see Appendix A. Students 

received the writing task in class by trained research assistants, and they had 40 

minutes to individually write the text. To control for presentation effects in the 

ratings of text quality, the handwritten texts were typed, and spelling, punctuation, 

and capital errors were corrected (cf. Graham et al., 2011; De Smedt et al., 2017). 

4.2.2 Benchmark ratings  
Participants who were assigned to the benchmark rating procedure were asked to 

rate each text holistically by comparing it to five benchmark texts that represented 

different levels of text quality on a continuous interval scale. The benchmarks 

originated from the same research project as the text samples in the present study 

(De Smedt et al., 2015, 2017). Appendix B provides an English translation of the 

benchmark scale including benchmark descriptions. Benchmarks were selected 

based on pre-ratings of two independent expert raters. There were two criteria for 

benchmarks to be selected: (1) they had to be a good representative for one of the 

five scale points, and (2) there had to be high agreement between the expert raters 

for the quality of that particular text (for a more detailed explanation of the selection 

procedure, see De Smedt et al., 2017). The average benchmark text received an 

arbitrary score of 100 points and there was an interval of 15 points between the 

benchmarks that represented lower or higher levels of text quality. The text with 

the lowest and highest quality were indicated by a score of 70 and 130 points 

respectively. Raters were, however, allowed to use the whole rating scale ranging 

from 0 to infinite, including all possible scores in-between benchmarks. For each 

benchmark, strong and weak points were explained according to specific criteria, 

i.e., genre conventions, idea development, text structure, sentence structure, and 

word choice. Raters were explicitly instructed to take these criteria into 

consideration when assessing the texts using the benchmark scale, but to refrain 

from making analytic evaluations in an absolute way. All grammar and spelling 

errors were eliminated from the selected benchmarks, to ensure that raters’ 

attention was not drawn away to mechanics. 

Both raters assigned to the benchmark rating procedure in the present study 

received a short training session of half an hour in advance on how to use the 

benchmark scale. This training consisted of an explanation of the comparative 
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assessment in general and the benchmark rating procedure specifically. They also 

discussed the writing prompt, the accompanying criteria for text quality and the 

benchmarks that represented performance levels on the benchmark rating scale. In 

addition, raters practised and discussed the benchmark rating procedure through 

rating a couple of example texts in a holistic manner by comparing them to the 

benchmarks on the rating scale. All the training materials were provided on paper. 

After the training, the raters independently rated all student texts. 

4.2.3 Pairwise comparisons  
In the comparative judgement condition texts were randomly presented in pairs to 

raters on a computer screen. To optimise the level of reliability of the comparative 

judgements, each text was compared fifteen times to random texts within the 

sample (Verhavert et al., 2019). This resulted in a total of 1353 comparisons for both 

the training and non-training condition, which were randomly distributed over the 

six raters in each condition, such that each rater made 225 comparisons. To 

automatize pair selection and the distribution over raters, we used the Digital 

Platform for the Assessment of Competences (D-PAC). 

Raters in the non-training condition received short instructions on paper on 

how to log into D-PAC at home and how to make comparisons. They were also 

provided with the writing prompt and the same assessment criteria as in the 

benchmark condition (see Appendix B): genre conventions, idea development, text 

structure, sentence structure, and word choice. These criteria were also accessible 

online during the assessment through a button on the screen. They were explicitly 

instructed to take the criteria into consideration when making holistic and pairwise 

comparisons, but to refrain from making analytic evaluations of individual texts. 

They did not receive any specific training concerning these criteria and completed 

the pairwise comparisons individually at home, at their own pace.  

Raters in the training condition received a short group-training session of half 

an hour that was comparable to the training for raters in the benchmark condition. 

The purpose of this training was to inform them on the idea behind comparative 

assessment and to discuss the writing prompt and criteria for text quality. Second, 

raters practised with making comparative judgements by comparing a couple of 

example texts on paper. We used the benchmark texts for this purpose, as this 

allowed us to resemble the training information provided in the benchmark 

condition. After the training, the raters independently finished all assigned pairwise 

comparisons online at their own pace. They were able to take as many breaks as 

they needed during the assessment. On average, they needed four hours to 

complete all 225 comparisons, which was comparable to the non-training and 

benchmarking condition.  
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4.3 Data analysis 

We estimated the reliability of the benchmark ratings and the comparative 

judgements (RQ1), in order to compare how consistently raters evaluate text quality 

in the three rating conditions. For the benchmark procedure, the inter-rater 

reliability was estimated by the Intraclass Correlation Coefficient (ICC) using the 

two-way random effects model for consistency of both single and multiple raters (k 

= 2). The ICC for multiple raters reflects the reliability of average scores across both 

raters. As these ratings are measured at interval level at best (Suppes & Zinnes, 

1963), we used raters’ standardised scores to control for absolute differences in 

scores due to individual harshness or leniency.  

In the CJ procedure, the reliability was estimated by Separation Scale Reliability 

(SSR). The SSR is calculated by applying the Bradley-Terry-Luce model on all 

pairwise comparisons that were made. This model estimates logit scores for each 

text based on the number of times a particular text was chosen as the better text of 

a pair, while taking into account the quality of the texts they were compared to. In 

this way, the logit scores represent differences in text quality, which can be used 

for further data analyses. The SSR is an indication of the consistency of the logit 

scores, and therefore represents the inter-rater reliability (Verhavert et al., 2017). 

The SSR is comparable to the ICC for multiple raters, as they both reflect the 

reliability of average scores across raters (Bramley, 2015; Gwet, 2014; Verhavert et 

al., 2017). 

The convergent validity (RQ2) is estimated by the Pearson correlation between 

the CJ and benchmark scores. A significant, positive correlation coefficient of at 

least .70 indicates that the scores converge and, hence, that both rating procedures 

measure the same construct (Cook & Campbell, 1979; Post, 2016).  

To compare the score distribution between both rating procedures (RQ3), we 

executed a standardisation procedure of the CJ scores, taking the same intervals as 

used within the benchmark procedure (M=100; SD=15). This procedure also 

allowed us to examine whether the benchmark texts were equally distributed 

among the CJ scale. The Shapiro-Wilk test of normality was used to investigate 

whether the standardised scores were normally distributed. We also calculated the 

skewness and kurtosis of the scores, for which estimates deviating from zero 

respectively indicate the degree of asymmetry and peakedness in the scoring 

distribution. 

5. Results 

5.1 Reliability 

The reliability of the benchmark ratings was high, with an ICC of .91 for average 

scores across both raters and an ICC of .84 for single raters. This indicates that raters 
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are highly consistent in the text quality scores they provide when using a 

benchmark rating scale.  

The reliability of the text quality scores provided in the CJ condition were high 

as well, but somewhat lower than the scores in the benchmark rating condition, 

with an SSR of .82 for the trained raters and .79 for the non-trained raters. As the 

reliability of CJ is strongly affected by the number of pairwise comparisons 

(Verhavert et al., 2019), we estimated the evolution of the SSR for the trained and 

non-trained raters as a function of the number of comparisons per text (see Figure 

1). For the trained raters nine comparisons per text were needed to reach a 

reliability level of .70, in comparison to the non-trained raters who needed to make 

ten comparisons per text for an equal reliability level. It also shows that the small 

difference in the consistency of trained and non-trained raters becomes negligible 

when a reliability level of .80 is aimed at. 

Figure 1: Level of reliability (SSR) in the CJ condition as a function of the number of 

judgements per text 

5.2 Convergent Validity 

Results show a positive and strong correlation between the text quality scores in 

the benchmark condition and the CJ condition for trained raters, r = .87, p < .001. 

The same was demonstrated for scores between the benchmark condition and the 

CJ condition with non-trained raters, albeit somewhat lower, r = .81, p < .001. This 
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indicates that scores obtained either by comparing texts to benchmarks or by 

pairwise comparisons largely converge to the same construct of writing quality. 

5.3 Score Distribution 

In order to compare the distribution of CJ scores to the benchmark scores, we 

standardized and converted the CJ logit scores to a comparable interval rating scale 

with a mean of 100 and standard deviation of 15. The Shapiro-Wilk test showed that 

while the CJ scores were found to be normally distributed (W(178) = .99, p = .39), 

the benchmark scores were not (W(178) = .92, p < .001). Figure 2 shows the boxplots 

for both rating procedures, demonstrating that the benchmark ratings are 

negatively skewed (-1.13, SE = .18), due to a handful of texts that were rated lower 

than would be expected based on a normal distribution. As a result, the scoring 

range of 80 (min = 50 and max = 130) for the benchmark ratings is larger than the 

scoring range for the CJ ratings, which is 71 (min = 64 and max = 135). However, the 

interquartile range of the benchmark ratings is smaller than that of the CJ ratings. 

This suggests that there is a stronger central tendency for the benchmark ratings 

than for the CJ ratings. This is also illustrated by a positive kurtosis of 1.43 (SE = .36) 

for benchmark scores, in comparison to a non-significant kurtosis of -0.22 (SE = .36) 

for CJ scores. 

 

Figure 2: Boxplot of score distribution in the benchmark rating condition (left) and the CJ 

training condition (right) 

As the texts in the CJ rating procedure also included the benchmark texts, we were 

able to compare the scoring distribution in more detail. Table 1 shows that the 

benchmarks were rank-ordered in a similar way in the CJ condition, with the 

benchmark of the lowest and highest quality being scored as respectively the 

lowest and highest in the CJ condition as well. Further, the benchmark of average 
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quality, that was provided with an arbitrary score of 100 points in the benchmark 

rating procedure, received a similar score of 98 points in the CJ condition. In both 

rating procedures, an average of forty percent of the texts received a lower score 

than the average benchmark. However, for the benchmarks of low and high quality 

the absolute and percentile scores were different between conditions. In the 

benchmark condition most scores were located around the midpoint of the rating 

scale, whereas the scores for the CJ condition were more dispersed. 

Table 1. Absolute and Percentile Scores of Benchmarks in the Benchmark and CJ Condition 

 Benchmark condition CJ condition 

Benchmark text Score Percentile score Score Percentile score 

Highest quality 130 100 121 93 

High quality 115 90 111 76 

Average quality 100 40 98 43 

Low quality 85 14 94 33 

Lowest quality 70 5 74 5 

6. Discussion 

In this study we evaluated and compared text quality scores based on two 

comparative rating procedures for the assessment of writing: benchmarking and CJ. 

Results demonstrated that both rating procedures were associated with high levels 

of reliability, and that the benchmark scores converged highly with the scores 

obtained in the CJ procedure. The reliability and convergent validity were 

somewhat higher for the scores in the training CJ condition than in the non-training 

CJ condition. We also found that the benchmarks in the CJ procedure were ranked 

in the same order as in the benchmark rating scale. In sum, the results indicate that 

both the benchmark and CJ rating procedure measure the same underlying 

construct with the same consistency across raters, and hence, are both valid and 

reliable methods to rate text quality. 

Regarding the distribution of ratings, however, it was shown that the ratings in 

the CJ procedure were more dispersed and normally distributed than the 

benchmark ratings. In particular, benchmark ratings were more negatively skewed 

and raters in the benchmark condition generally showed a stronger central 

tendency, i.e., scoring closer to the midpoint of the scale, resulting in a positive 

kurtosis. This suggests that comparative judgement promotes the differentiation 
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between texts of low and very low quality, as well as between high and very high 

quality, which increases the validity of the CJ scores (cf. Borsboom et al., 2004). This 

finding is especially important when text quality scores are used in an absolute 

instead of a relative way, for instance, by making summative decisions based on 

absolute standards (e.g., passing a course if the score is 6 or higher).  

To validate the findings of this study, replication with a different sample of texts 

in another context is needed. For instance, longer texts written by students in 

higher education may increase the complexity of the rating task, which could have 

consequences for the reliability of the ratings. However, a recent meta-analysis on 

comparative judgement demonstrates that the format of the task (e.g., texts, images, 

video, or portfolios) hardly affects the level of reliability (Verhavert et al., 2019). It is 

also recommended to replicate the study with another sample of more experienced 

raters, even though previous studies showed no differences between student raters 

and more experienced raters for comparative judgement (Lesterhuis, 2018).  

In practice, reliable and valid interpretations of writing scores are not the only 

criteria for deciding to use a rating procedure, it also needs to be efficient and 

feasible to apply (cf. Messick, 1989). This is particularly relevant for low-stakes 

assessments in educational or research contexts when only a few assessors are 

available. If efficiency and feasibility are taken into account, the benchmark rating 

procedure seems to be more cost-efficient than CJ. In the benchmark rating 

procedure not only less raters were needed for comparable levels of reliability (2 

instead of 6), but they, as a group, also needed less evaluations than the raters in 

the CJ condition to obtain reliable scores. This observation is in line with previous 

research in other contexts, showing that the total assessment time that is needed to 

obtain reliable scores in CJ easily exceeds the time needed for reliable absolute 

ratings (Coertjens et al., 2017; Goossens & De Maeyer, 2018). Although the process 

of pairwise comparisons is quite easy and fast for raters to apply (Laming, 2004; 

Pollitt, 2004), even without training, the increase in time investment that is needed 

for CJ decreases its feasibility in educational practice. 

Even though benchmark ratings seem to be more efficient, especially when only 

a limited number of raters is available, valid interpretation and use of benchmark 

ratings depends heavily on the quality of the benchmark scales. In this study we 

used an already available benchmark scale. However, this benchmark cannot be 

used for all writing tasks: it is genre-specific (i.e., descriptive texts) and task-specific 

(i.e., explaining what a school is). The development of a new benchmark scale 

requires ample time and expertise. For instance, a representative set of texts is 

needed in order to select benchmarks that provide adequate support for rating text 

quality across the whole rating scale. Benchmarks that do not adequately 

distinguish between low, average, and high performance of writing, have a negative 

impact on the quality of the benchmark ratings (Osborn Popp, Ryan, & Thompson, 

2009). 
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To select benchmarks in an efficient and adequate way, researchers have 

proposed to integrate both comparative rating procedures in a two-stage process 

(McGrane, Humphry, & Heldsinger, 2018; Heldsinger & Humphry, 2013; Lesterhuis 

et al., 2017). In stage 1, the results of a CJ rating session are used for the calibration 

and selection of benchmarks of different performance levels resulting in a 

benchmark rating scale. In stage 2, this benchmark rating scale is used by individual 

raters to assess a second set of texts. This allows teachers to rate writing quality in a 

valid and reliable way (Heldsinger & Humphry, 2013; for an example, see De Smedt 

et al., 2020). 

In conclusion, this study has demonstrated that both CJ and a benchmark rating 

procedure lead to reliable and comparable scores of text quality, which can be 

validly interpreted and used as indicators for text quality by both researchers and 

educators. The benefit of using a comparative approach of rating text quality is that 

raters can assess the holistic quality of a text, rather than breaking up the 

assessment in parts and rating only subdimensions of writing quality. By doing so, 

a comparative approach to the assessment of writing quality is doing justice to the 

overall quality of the text. 
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Appendix A: Writing prompt for a descriptive text 
 

The writing prompt in Appendix A is originally developed and used by De Smedt et 

al., 2017. 

 
Last week an alien landed on our planet Earth. King Filip gave him permission to 

visit our country to see how people live here. One day, the alien walks past a large 

building. He is surprised when he sees several little persons entering the building 

through a large gate. The alien does not know what happens in that building and 

what these little persons do there. 

 

When you look at the picture, you definitely know what the alien sees. Write an 

informational brochure for the alien so he knows what the building is and what 

happens there. 
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Appendix B: Benchmark rating scale for descriptive writing 
This benchmark rating scale is originally developed and used by  

De Smedt et al., 2017.  
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Score Strong aspects Weak aspects 

75 • Text genre: The writer provides information 

in the text. 

• Assignment: The text corresponds to the 

assignment; the writer describes what a 

school is. 

• Idea development: The ideas are factual 

and related to the writing topic. 

• Idea development: The number 

of ideas is limited. The ideas are 

very general; there are no 

specific or remarkable ideas. 

• Quality of information: The 

quality of information is limited, 

resulting in a very vague 

description of what a school is. 

There is limited use of examples 

and details. 

• Text structure: The text is 

chaotic. It is difficult for a reader 

to follow the line of reasoning. 

• Sentence structure and word 

choice: Word choice is not 

varied, and the sentence 

structure is substandard. 

85 • Text genre: The writer provides information 

in the text. 

• Assignment: The text corresponds to the 

assignment; the writer describes what a 

school is. 

• Idea development: The ideas are factual 

and related to the writing topic. 

• Text structure: The structure is basic. As a 

reader, you can follow the line of reasoning. 

• Quality of information: The text provides a 

minimum of information. The reader can 

read a very general description of what a 

school is. 

• Idea development: The number 

of ideas is limited. The ideas are 

very general; there are no 

specific or remarkable ideas. 

• Quality of information: There is 

limited use of examples and 

details. 

• Sentence structure and word 

choice: Word choice and 

sentence structure are not varied. 

100 • Text genre: The writer provides information 

in the text. 

• Assignment: The text corresponds to the 

assignment; the writer describes what a 

school is. 

• Idea development: The ideas are factual 

and related to the writing topic. 

• Idea development: The number 

of ideas is limited. The ideas are 

very general; there are no 

specific or remarkable ideas. 

• Quality of information: There is 

limited use of examples and 

details. 
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• Text structure: The structure is basic. As a 

reader, you can follow the line of reasoning. 

• Quality of information: The text provides 

basic information. The reader can read a 

general description of what a school is. 

• Sentence structure and word 

choice: Word choice and 

sentence structure are limitedly 

varied. 

115  • Text genre: The writer provides information 

in the text. 

• Assignment: The text corresponds to the 

assignment; the writer describes what a 

school is. 

• Idea development: The ideas are factual 

and related to the writing topic. At times, the 

writer provides remarkable ideas. 

• Text structure: The structure is basic. As a 

reader, you can easily follow the line of 

reasoning. 

• Quality of information: Next to the basic 

information provided in the text, the reader 

can read more concrete and detailed 

information about a school. 

• Sentence structure and word choice: The 

sentence structure is varied, and word 

choice is at times remarkable. 

• Idea development: The number 

of ideas is quite limited. 

• Quality of information: The 

number of examples is quite 

limited. 

130 • Text genre: The writer provides information 

in the text. 

• Assignment: The text corresponds to the 

assignment; the writer describes what a 

school is. 

• Idea development: There are a number of 

factual ideas that are related to the writing 

topic. There are also a number of remarkable 

ideas in the text. 

• Text structure: The text is logically 

structured. As a reader, you can easily follow 

the line of reasoning. 

• Quality of information: Next to the basic 

information provided in the text, the reader 

can read a lot of concrete and detailed 
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information about a school. The writer also 

provides a lot of examples. 

• Sentence structure and word choice: The 

sentence structure is varied, and word 

choice is remarkable. 

 

 

 

 


