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Abstract: This study examines associations between writing behaviors manifested by 

keystroke analytics and the formulation of argument elements in L2 undergraduate writers' 

writing processes. Ninety-nine persuasive essays written by L2 undergraduate writers were 

human annotated for Toulmin argument elements. The corresponding keystroke logs were 

segmented and analyzed to characterize the dynamics of writing processes for different 

categories of the elements. A multinomial mixed-effects logistic regression model was built 

to predict argument categories using the keystroke analytics. The study reported that L2 

undergraduate writers' text production for final claims and primary claims featured P-bursts 

(execution processes delimited by pauses exceeding 2 seconds) of longer spans but lower 

production fluency compared to that for data. In addition, fewer revisions were observed 

when L2 writers were constructing final claims than when they were formulating data. These 

findings shed light on the varying cognitive loads and activities L2 undergraduate writers 

may experience when building different argument elements in written argumentation. 
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1. Introduction 

Argumentation can be viewed as a logical appeal that involves stating claims and 

offering support to justify or refute beliefs in order to influence others (Jonassen & 

Kim, 2010; Newell et al., 2011). In academic settings, the ability to construct robust 

arguments is essential not only when writing generic, context-neutral academic 

essays for writing courses, but also when writing within different disciplines 

(Hirvela, 2017; Varghese & Abraham, 1998). Despite its importance, written 

argumentation has long been recognized as a challenging task for young adult 

learners (e.g., university students) due to its cognitively demanding nature 

(Wingate, 2012). Compared to their native English-speaking peers, second language 

(L2) learners may face an even bigger challenge in argumentative writing because 

of cross-linguistic differences in argumentation and linguistic proficiency. Indeed, 

research has documented that L2 learners tend to wrestle with potential 

interference from different cultural norms and writing practices when constructing 

arguments in English (Hirvela, 2017; Kubota, 2010; Lee, 2014).  

Previous research in written argumentation has largely focused on identifying 

and analyzing the argument structures (e.g., claim, evidence, counterarguments, 

and rebuttals) represented in students' argumentative essays (e.g., Chandrasegaran, 

2008; Nussbaum & Kardash, 2005; Nussbaum & Schraw, 2007). In recent decades, 

there has been an increasing interest in writers’ text production processes as 

opposed to merely their written products (e.g., Conijn et al, 2022; Lindgren & 

Sullivan, 2019; Michel et al., 2020; Révész et al., 2022; Spelman Miller, 2000; Van Waes, 

& Leijten, 2015; Wengelin, 2006). Information about the writing process helps us 

better understand writers' behavioral patterns and cognitive activities in text 

generation.  

Argumentation likely manifests itself in the writing process via different writing 

behaviors, which may provide a window into writers’ associated cognitive activities. 

To illustrate, the writer’s use of argument models or schemas might facilitate the 

overall control of idea organization in composing an argumentative text, which in 

turn frees up cognitive resources in working memory, accelerates the process of 

converting ideas into words (Favart & Coirier, 2006; McCutchen, 1996), and likely 

results in prolonged production bursts with fewer pauses in writing. However, few 

if any studies thus far have taken a closer look at how writers construct 

argumentation in text production through such process features as pauses and 

revisions.   

The paucity of process-based accounts of written argumentation might be 

partially due to the difficulties in observing and analyzing the dynamics of text 

production (Sullivan & Lindgren, 2006). As writing on a computer becomes a norm 

in modern society, keystroke logging has gained increasing currency as an 

observational tool in writing research. Compared to other observation methods 
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such as think-aloud and video recording, keystroke logging provides possibilities 

to capture the temporal details of every keystroke, cursor, and mouse movement 

during writing unobtrusively and ecologically (Lindgren & Sullivan, 2019). The large 

amount of fine-grained data created by keystroke logging allows for in-depth 

analyses of various writing behaviors in composing.  

In this study, we use keystroke logging analytics to characterize L2 

undergraduate writers' argument construction processes. By identifying the 

disparate argument components generated by the L2 writers and aligning them 

each to their corresponding keystroke logs, we aim to shed light to the links 

between keystroke logging analytics and the construction of specific argument 

categories in L2 writing process. This knowledge will contribute to our 

understanding of the different cognitive activities underlying L2 adult writers' 

argument development and in turn provide implications for writing instruction and 

assessment. 

1.1 Argumentation  

To conduct a comprehensive investigation into the argument structures in writing, 

it is necessary to employ a model of argumentation to identify the generic argument 

elements and treat them as basic units of analysis. Toulmin's (1958, 2003) model of 

argumentation, grounded in a theory of human argumentation and adaptive to 

various domains of argumentative discourse, has generally been recognized as an 

effective tool in capturing the type of organizational structures associated with 

argumentative writing (e.g., Ferretti et al., 2000; Nippold & Ward-Lonergan, 2010; 

Nussbaum & Kardash, 2005, Stapleton & Wu, 2015). Toulmin's model revolves 

around three main categories: claim, data, and warrant. According to Toulmin, a 

claim is an assertion in response to a problem. The basis for making a claim is 

derived from data (i.e., facts or observations about the situation under discussion). 

The link between a claim and data is authorized by a warrant that features common 

sense rules, laws, scientific principles, or thoughtfully argued definitions (Hillocks, 

2011). Apart from these three key categories, Toulmin also added qualifier, rebuttal, 

and backing to capture different aspects in human reasoning. A qualifier is a modal 

term (e.g., probably, presumably) used to indicate the strength of the relationship 

between a claim and data conferred by the warrant. A rebuttal denotes 

circumstances in which the general authority of the warrant will not hold. Finally, 

the backing is the knowledge structure from which justifications for the warrants 

are derived.  

While Toulmin’s model provides an insight into the ways an argument is 

structured and the nature of justification in supporting claims (Bell & Linn, 2000; 

Jimenez-Aleixandre et al., 2000), the application of Toulmin's model to complex 

arguments as those seen in argumentative essays by adult writers is not without 

problems (e.g., Kunnan, 2010; Sampson & Clark, 2008; Wingate, 2012). For instance, 
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the challenge in distinguishing between warrants and backing often leads to 

reliability issues (Crammond, 1998; Sampson & Clark, 2008). Potential ambiguity has 

also been reported in identifying claims and assembling relevant argument 

elements in Toulmin's scheme when applied to integrated arguments (Kunnan, 

2010). Indeed, Wingate (2012) argued that Toulmin's model is less helpful when it 

comes to analyzing the large-scale structure or arguments at the macro level of 

argumentative essays.  

 There have been a few attempts to better identify argument structures in adult 

argumentative writing using modified versions of Toulmin’s scheme. Nussbaum 

and Kardash (2005), for example, adapted Toulmin's model to analyze argument 

structures commonly seen in college students' essays. Their modified Toulmin 

scheme helps to identify claims of different levels and types: the final claim (an 

opinion or a conclusion on the main question), primary claims (one or more 

reasons to support the final claim), counterclaims (potentially opposing opinions to 

the final claim), and rebuttals (claims used to refute the counterclaims). In their 

scheme, they also included supporting reasons or examples which can be used to 

back up the stated claims. Similarly, both Qin and Karabacak (2010) and Stapleton 

and Wu (2015) adopted a scheme based on Toulmin's model which comprised six 

elements: claim, data, counterargument claim, counterargument data, rebuttal 

claim, rebuttal data. In general, these modified versions, although varied in their 

specific focuses in argumentation analysis, have facilitated studies of argumentative 

discourses in adult writing and have provided valuable theoretical and 

methodological information.    

1.2 Keystroke Logging 

The application of keystroke logging in writing research as an observational tool for 

the writing process has been gaining momentum as computer-based writing has 

become increasingly prevalent. In general, current keystroke logging programs 

widely used in writing studies can record different keystroke operations such as 

insert, delete, cut, paste, and replace as well as mouse movements. Time stamps for 

these keyboard and mouse operations are reported to indicate when the events 

occur and how long they last. In some advanced keystroke logging programs such 

as Inputlog (Leijten & Van Waes, 2013), cursor position information can also be 

logged to allow for analyses of operations at different locations.  

The detailed logs of keystroke activities make it possible to generate a myriad of 

measures related to the writing process including pauses, revisions, and bursts. For 

instance, the automatic calculation of the gap time between two consecutive key 

presses expressed in million seconds, or the so-called inter-keystroke intervals (IKI) 

(Chukharev-Hudilainen et al., 2019), provides an avenue towards multi-dimensional 

analyses of pause behaviors. In writing studies, it has been a common practice to 

define pauses as IKI above certain thresholds (e.g., 2 seconds). Pause behaviors can 
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then be measured through indices of frequency and duration, and their locations 

in the text (e.g., within words, between words, between sentences) (e.g., Dich & 

Pedersen, 2013; Medimorec & Risko, 2016; Van Waes & Schellens, 2003; Van Waes et 

al., 2014). Keystroke logging can also keep tracks of online changes made 

throughout the text production process, such as the texts deleted, inserted and 

replaced, the time stamps and locations of the revision events, number of revisions, 

number of characters before and after revision, which supports analyses of 

different types of on-line revisions (see e.g., Conijn et al., 2022; Lindgren & Sullivan, 

2006; Stevenson et al., 2006; Thorson, 2000; Van Waes & Leijten, 2015). Keystroke logs 

allow researchers to pinpoint and examine the periods in text production in which 

stretches of texts are continuously produced with no pauses and/or revisions. The 

fluent production of written language in temporal segments as such is referred to 

as "burst" (Kaufer et al., 1986). Two types of bursts have been distinguished in 

writing research: P-bursts that refer to the written segments terminated by pauses 

of over two or more seconds, and R-bursts that describe the segments terminated 

by an evaluation, revision, or other grammatical discontinuity (Chenoweth & Hayes, 

2001).     

1.3 Keystroke Logging and Cognitive Writing Processes 

Skilled writing has been perceived as a conscious, demanding, and self-directed 

process, featuring a constellation of cognitive activities involving problem-solving 

and decision-making to satisfy the writer's goals (Kellogg, 1994). Some basic mental 

operations writers employ while composing, as described in a handful of influential 

writing process models (e.g., Flower & Hayes, 1981; Hayes, 1996), include planning 

to set goals and to generate and organize ideas, translating (or formulating) the 

ideas into linguistic strings, and revising to improve the text. The coordination of 

these processes is assumed to be governed by a monitor, and accordingly different 

configurations of the monitor are associated with different writing strategies in 

composing. There is also a control level which features task schemas, and a 

resource level which includes such important cognitive resources as long-term 

memory, working memory and attention that writers capitalize on in text 

production (Hayes, 2012). The constraints imposed by the writer's limited 

processing capacities and cognitive resources exert influence on their composing 

experience, compelling them to strategically allocate available resources to 

navigate the writing process (MacArthur & Graham, 2016). The interplay among 

these writing schemas, cognitive resources, and cognitive activities in composing 

likely manifest itself in the writer's various writing behaviors which can be captured 

using keystroke logging measures. Indeed, the majority of writing research using 

keystroke logging has taken a cognitive approach that maps keystroke units of 

analysis to specific components of the writing process with an aim to make 

inferences about the cognitive demands and processes in text production (e.g., 
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Alves et al., 2008; Barkaoui, 2019; Chan, 2017; Chukharev-Hudilainen, 2014; Olive et 

al., 2009; Spelman Miller, 2000; Van Waes et al., 2014).     

For instance, pause behaviors, as represented with IKIs in keystroke logging, are 

considered as important indicators of the writer’s covert cognitive activities that are 

otherwise impossible to observe via the written products. Pause lengths are 

assumed to reflect cognitive activities of different levels. Although there is still 

debate on using certain pause thresholds to distinguish cognitive pauses (Galbraith 

& Baaijen, 2019), a pause above two seconds has been used as a rule of thumb in 

writing research to detect higher order cognitive processing such as planning for 

new ideas or revising (Chukharev-Hudilainen, 2014; Wengelin, 2006), whereas a 

pause between 30 milliseconds and two seconds may reflect transcription 

processes related to typographic skills and spelling (Limpo & Alves, 2017). In 

addition, pauses occurring at the boundaries of different linguistic units (e.g., 

characters, words, or sentences) are also assumed to reflect planning or decision-

making processes at different textual domains (e.g., morphological, grammatical, or 

discourse levels). It is generally assumed that pause boundaries preceding higher 

linguistic units often indicate more demanding cognitive activities associated with 

planning and decision-making for production of larger chunks of text (Spelman 

Miller, 2000). Revising, as indicated by deleting and inserting activities in keystroke 

logs, has also been acknowledged as an integral cognitive component in the writing 

process models. It is assumed to be associated with discrepancies between the 

writer's intentions and the text generated so far (Leijten et al., 2010; Lindgren et al., 

2008) and has also been documented by previous studies as an effortful process in 

text production (Kellogg, 1994; Stevenson et al., 2006). Information about what has 

been deleted or inserted in keystroke logging data can help distinguish revisions 

carried out at different levels, such as content revisions, surface language revisions, 

and typographic revisions. The length of bursts in text production is primarily 

perceived as an indicator of the writer's cognitive capacity in execution processes 

(Breuer, 2019). According to Galbraith and Baaijen (2019), P-bursts with a pause 

threshold of two seconds relate to the capacity of the translator in text production. 

On the contrary, R-bursts are related to episodes where evaluation has led to the 

termination of a burst before completion, and thus do not reflect the capacity of 

the translator.  

Keystroke logging thus constitutes an important tool to capture different 

cognitive costs involved in written argumentation. Constructing and evaluating 

arguments in writing is a highly demanding problem-solving process that requires 

writers to tap into their mental resources (e.g., knowledge about the genre and 

topic) as well as use a set of self-regulatory strategies to relieve their cognitive load 

in composing (Ferretti & Fan, 2016). Given the complexity of argumentation in 

writing, the construction of different argument elements likely involves distinct 

mental activities and strategies, leading to varied degrees of mental effort. For 
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example, Nussbaum (2008) suggested that different reasoning skills are involved in 

the construction of disparate arguments (e.g., claims, supporting reasons, 

counterarguments) in argumentative writing. Nussbaum and Schraw (2007) argued 

that writers often undergo high cognitive loads when considering 

counterarguments and integrating their own arguments and the counterarguments 

into an overall final position. Shehab and Nussbaum (2015) documented that 

college student writers reported different levels of mental efforts when employing 

different strategies to integrate arguments and counterarguments. However, to 

date, there has been a lack of comprehensive accounts of L2 writers' behaviors, 

writing strategies, and cognitive efforts in constructing specific argument elements 

based on inferences drawn from their keystroke activities in text production. 

1.4 Current Study 

This study examines links between writing behaviors manifested by keystroke 

analytics and the formulation of argument elements in L2 undergraduate writers' 

writing processes. The data we present contains a set of persuasive essays written 

by L2 undergraduate students with rich keystroke logging information by essay. The 

keystroke logging measures we use to characterize the L2 writers' writing behaviors 

include bursts, pauses, and revisions. The argument categories we use to describe 

the argument structures of these L2 essays are based on Toulmin's (1958, 2003) 

model of argumentation and comprise final claim, primary claim, counterclaim, 

rebuttal, and data. The research question is as follows:  

To what extent can keystroke logging measures predict argument categories in 

L2 argumentative writing?  

2. Method 

2.1 Participants 

The data set used in this study was taken from Kim et al. (2021). In this study, 99 L2 

undergraduate students at a research-oriented U.S. university each wrote one 

persuasive essay for which keystroke logging information was collected. Participant 

ages ranged from 18 to 31 years, with a mean age of 20.384 years (SD = 2.629). Among 

the participants, 66 were females. The participants were from a variety of linguistic 

backgrounds among which Chinese (n = 15), French (n = 15), and Spanish (n = 13) 

were the most common. They were also from a wide spectrum of academic 

disciplines, among which the three most popular were Science, Math & Technology 

(n = 34), Business (n = 26), and Social Science (n =23). In terms of the years of their 

study, there were 36 freshmen, 25 sophomores, 26 juniors, and 12 seniors. On 

average, these L2 undergraduate students had studied English for 12.869 years (SD 

= 4.082) by the time the data were collected.   
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2.2 Design and Procedures 

Participants were invited individually to a soundproof language laboratory 

equipped with desktop computers. They were then asked to write one independent 

persuasive essay in 25 minutes on one of the two SAT-based prompts (see Table 1) 

in English. Two prompts were used to control for prompt effects. The prompts for 

the writing task were randomized among the participants such that 49 of them 

wrote on Prompt A (Competition) while 50 wrote on Prompt B (Appearance). 

Participants' keystroke activities during their writing were logged and time stamped 

via Inputlog 7 (Leijten & Van Waes, 2015).   

Table 1. Two SAT-based Prompts 

 

2.3 Essay Annotation  

2.3.1. Argumentation annotation rubric 
To annotate the 99 persuasive essays, we adopted the argumentative rubric for 

classifying discourse elements used in Crossley et al. (2022). The rubric comprised 

five categories as the building blocks of the argumentation framework: final claim, 

primary claim, counterclaim, rebuttal, and data. This rubric was originally based on 

Toulmin’s (1958, 2003) model but was modified based on work specific to 

argumentative writing as found in Liu and Stapleton (2014) and Nussbaum and 

Kardash (2005). Table 2 presents the definitions and examples for the argument 

categories.      
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Table 2.  Definitions and Examples of Argument Elements (Crossley et al., 2022) 

 

2.3.2 Annotation procedure 
 

Two annotators were hired to annotate the L2 writers' persuasive essays using 

TagTog (https://www.tagtog.net), a web-based text annotation platform. Both 

annotators were PhD students who had experience teaching and coding 

argumentative writing. Before annotation, the two annotators were given two-

hour’s worth of instruction on the annotation rubric and the use of TagTog.  

 

The annotators were then trained in a set of norming sessions wherein they 

independently annotated several batches of persuasive essays from another corpus 

(36 in total) on TagTog. Their annotation results were then compared and analyzed 

for differences by an expert annotator, who was a PhD student with over 10 years 

of experience teaching and researching writing structures and quality. The expert 

annotator helped to resolve disagreements and norm the annotators. After the 

norming sessions, the annotators independently coded the essays in opposite 

order to avoid recency effects.  

For the annotations that resulted from the independent coding, we determined 

agreement using Jaccard Index to calculate overlap between the two sets of texts 

coded by the two annotators as one element (Tanimoto, 1958). The equation for the 

Jaccard Index is:  
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This index measures the size of the intersection between set A and set B (in this 

study, the number of characters tagged with the same category label in the two 

sets), divided by the size of the union of the two sets (the total number of characters 

tagged with the label in either set A or B). Agreement occurred when the Jaccard 

Index was more than .50 (i.e., there was an overlap of at least 50% in the two text 

sets tagged by the two annotators with the same category label). The average 

Jaccard Index between the two annotators for all their annotations was 0.617. 

We then measured inter-annotator agreement (IAA) for the entire data set using 

Cohen's Kappa which represents the proportion of agreement in the annotation 

results after chance agreement is removed from consideration (Cohen, 1960). 

Cohen's Kappa is a recommended method to deal with annotations of linguistic 

data as used in this study with mutually exclusive categories without any ordering 

calculations (Bayerl et al., 2003). The Cohen's Kappa obtained was (k) = 0.651, p < 

.001, suggesting substantial overall agreement between the two annotators (Landis 

& Koch, 1977).  

To measure how well the two annotators agreed with each other when coding 

within each argument category, we employed the agreement formula found in 

Ferretti et al. (2009): 

Agreement Percentage = Number of Agreement / (Number of Agreement + 

Number of Disagreement) 

Agreement percentages for the specific argument categories are presented in 

Table 3. Note that Table 3 does not include the categories of counterclaim and 

rebuttal. These categories were removed from the analyses because of their rarity 

in the data. For example, of the 410 annotations in the total dataset, only five were 

labeled as counterclaims and only four were labeled as rebuttals. Also of note is the 

relatively low agreement percentage between the two annotators when coding for 

primary claims. An examination of the annotators' coding results revealed that in 

annotation disagreements where a selected text area was coded as a primary claim 

by either of the two annotators, it is often the case that the other annotator coded 

a significant proportion (i.e., more than 50% characters) of the same text area as 

data. Specifically, among the 74 text sets tagged by annotator A as primary claims, a 

significant proportion of 30 sets were coded as data by annotator B. Among the 101 

text sets labeled by annotator B as primary claims, 52 were identified as data by 

annotator A. The discrepancy between the two annotators when coding for primary 

claims is likely due to the variability of the argument sub-structures in the L2 writers' 

essays where primary claims were often implicitly introduced or closely interwoven 

with supporting reasons, facts, personal examples, etc., making it hard to 

distinguish them from data. This structural feature potentially led to disparate 
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interpretations of the argument structures by different annotators. The following 

excerpt from one of the persuasive essays with adjudicated annotation results 

illustrated how a primary claim can be enveloped in the supporting details instead 

of being clearly presented at the beginning of the paragraph as a topic sentence:     

 

All the annotations by the two annotators were adjudicated by the third, expert 

annotator. Wherever there was a disagreement between the two annotators, the 

expert annotator adjudicated by making the final decision as to which annotation 

was more acceptable based on the rubric. In the present study, we used the 

adjudicated annotations in all analyses. 

 
Table 3. Agreement Percentage for Each Argument Category 

 

  

 

 

 
 

 

2.4 Keystroke Logging Measures for Each Argument Category 

We obtained the keystroke logging information for each argument category 

produced in the L2 writers' writing process by employing the following procedure: 

First, we processed the keystroke logging files (records of the L2 writers' whole 

writing process) using Inputlog 7's built-in general analysis and saved the keystroke 

information in tabular dataframes where all keystrokes and their respective time 

stamps were arranged in a linear order (see table 4 for an example dataframe). 

Second, we analyzed the text evolvement in the L2 writers' writing process using 

the keystroke and position information in the spreadsheets and the restored text in 

larger units of sentence (or word units in some insertion activities). Third, we 

determined the timing information for the restored text segments by identifying 

their start and end time in text production. Fourth, we juxtaposed and compared 

Argument Category  Agreement 

Final Claim 0.82 

Primary Claim 0.54 

Data  0.91 



 

TIAN, KIM & CROSSLEY  L2 MAKING SENSE OF WRITTEN ARGUMENTATION WITH KSL |  446 

the time stamped text segments with the argument annotation results to tag the text 

segments with their corresponding argument element labels (i.e., we obtained the 

timing information for each argument element produced by the L2 writers). Fifth, 

we split the keystroke logging files for each argument element according to their 

start and end time information in text production. Note that due to the nonlinearity 

of the text production process, a writer may not produce an array of linguistic 

strings consecutively for a specific argument element. Some L2 writers in this study, 

for example, were often seen diverting from their effort of building an argument 

element (e.g., data) at the point of inscription to revise or complete another element 

(e.g., primary claim) produced earlier in the text. This nonlinear nature of the writing 

process led to more segmented log files than the argument elements identified in 

the written products for some L2 writers.  

Prior to analyzing the keystroke logging files, we merged the segmented files of 

the same argument category for each participant using Inputlog's merging function 

in its preprocess module. We did this for largely two reasons: 1) some segmented 

keystroke logging files only recorded a short episode of revision behavior (e.g., 

deletion or insertion) made to the previous text. In many cases, these log files 

lacked information on certain keystroke measures (e.g., there may be no 

information on pause between words). Hence, merging these log files with those 

of the same argument category helped reduce the number of missing values in the 

dataset and facilitate statistical analyses. 2) the focus of our study was to investigate 

whether argument categories can be predicted by keystroke analytics. Merging the 

discrete log files of the same argument category for each participant helped 

concentrate on the inquiry and minimize the random noise in the data resulted 

from writers producing more than one element of the same category.  

 We then analyzed the keystroke logging files (mapped to different argument 

categories) to generate a list of keystroke indices with reference to the L2 writers' 

P-bursts, pause behaviors, and revision activities. In this study, we operationalized 

P-bursts as continuous text production episodes terminated at pauses of two or 

more seconds given that this standard has been most commonly used in writing 

research to identify P-bursts (see e.g., Kaufer et al, 1986; Van Waes & Leijten, 2015). 

However, we set the threshold for pauses in the present study at 200 milliseconds 

because this threshold has the strength of capturing the bulk of language- and 

planning-related differences in pausing while filtering most inter-key intervals that 

result solely from the motor constraint of typing (Medimorec & Risko, 2017). We 

also analyzed pauses at different locations (i.e., within words, between words, 

between sentences) because they are associated with various patterns of pause 

behaviors and might provide insights into different underlying cognitive processes 

in writing (Chukharev-Hudilainen et al., 2019; Spelman Miller, 2000). As a result, a 

total of 28 keystroke logging indices were obtained to characterize the L2 writers' 

text production process.  
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Table 4. Examples of Output Generated by General Analysis in Inputlog 7 

2.5 Statistical Analyses  

We pruned the keystroke indices prior to statistical analyses. First, to facilitate 

comparison of keystroke activities between different argument categories, we ex-

cluded keystroke indices related with the absolute length of text or writing time and 

only retained indices that are based on means, proportions or ratios. Second, some 

keystroke indices in our dataset have a single value (e.g., 0 or 1) for the vast majority 

of the observations. These indices, also known as "near-zero variance variables", 

are commonly considered to have little predicative power in regression models 

(Kuhn & Johnson, 2013, p 44). To address this issue, we calculated the percentage of 

unique values and the frequency ratio of these unique values (i.e., the ratio of the 

frequency of the most prevalent value to that of the second most prevalent value) 

and filtered out the keystroke indices that had a low percentage of unique values 

(< 10%) and a high frequency ratio (> 20). Third, we conducted a series of correlation 

analyses among all the keystroke indices to assess multicollinearity between the 

indices. No pair of the keystroke indices was found highly collinear (absolute r > 

.599). As a result, a total of six keystroke logging indices were retained for further 

analyses. These included product process ratio (i.e., the ratio of characters in the 

final product versus those produced in writing process), mean length of P-bursts in 

seconds, mean length of P-bursts in characters, mean length of pauses, mean length 

of within-word pauses, and mean length of between-word pauses. The definitions 

of these selected keystroke logging indices were presented in Table 5.   
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Table 5. Definitions of Keystroke Logging Indices Used in This Study 

 

 

To investigate whether keystroke logging measures were predictive of different 

argument elements produced in L2 undergraduate students' writing process, we 

performed a multinomial mixed-effects logistic regression. We entered the three-

level argument category (final claim, primary claim, data) as the dependent variable. 

We chose data as a reference category for the response in order to perform a joint 

mixed-effects linear regression for the log-odds ratio of each category (in our case, 

final claim and primary claim) compared to the reference. Data is chosen as the 

reference category given its distinct rhetorical functions in argumentation 

compared to claims (Toulmin, 1958). The six keystroke logging measures were 

entered as fixed effects. We also included prompt (a categorical variable that has 

two values: Appearance and Competition) as a fixed effect to assess potential 

prompt effects in the production of argument elements (e.g., Knudson, 1992; Liu & 

Stapleton, 2014; Zhang, 1987). Participants were entered as the random effect which 

provided each participant with a unique intercept to quantify variation across them.  

Keystroke Logging Indices Definitions 

product vs. process ratio The number of characters in the product divided 

by the number of characters produced during the 

writing process.  

mean length of P- burst in seconds The mean duration of continuous text production 

delineated by an initial and end pause exceeding 2 

seconds and is measured in seconds. 

mean length of P- burst in 

characters 

The mean length of the string of actions delineated 

by an initial and end pause exceeding 2 seconds 

and is measured in characters. 

mean length of pauses The mean length of latencies that exceed 200ms in 

text production and is measured in seconds. 

mean length of within-word pauses The mean length of latencies within words that 

exceed 200ms in text production and is measured 

in seconds. 

mean length of between-word 

pauses 

The mean length of latencies between words that 

exceed 200ms in text production and is measured 

in seconds. 
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We performed the data analysis within a Bayesian framework using the R 

package MCMCglmm (Hadfield, 2010). One advantage of Bayesian statistics is that 

it allows for not only the test of the null hypothesis, as in traditional frequentist 

approach, but the estimation of the probability of specific parameter values given 

the data (Levshina, 2016). The Bayesian approach is also considered better suited for 

complex multilevel modeling and provides better interpretations of the results 

(McElreath, 2020). A salient feature of Bayesian statistics is that it requires the use of 

priors (i.e., the prior beliefs in the probability of specific parameters) in model 

fitting. The posterior probabilities of the parameters will then be estimated based 

on both the prior beliefs and the given data. Given the exploratory nature of this 

study, we opted for non-informative priors, which allows for an estimation of the 

posteriors based on merely the data. Another distinctive characteristic of the 

Bayesian approach is its compatibility with some advanced model fitting techniques 

such as Markov Chain Monte Carlo (MCMC) algorithm that directly draws samples 

from the posteriors to approximate the posterior distribution (Brooks, 1998). To 

achieve a sample size of 5000, we performed a total of 250,000 iterations for the 

Markov chains with a burn-in of 10,000 (i.e., the initial 10,000 MCMC iterations were 

discarded because initial samples might follow a very different distribution) and a 

thinning interval of 50 according to the formula provided by Levshina (2015). 

MCMCglmm package provides two ways to check the relevance of the fixed 

effects. The first, which is typically Bayesian, computes the 95% credible interval (CI) 

of the parameter value and tests if this CI includes zero (the null value). Fixed effects 

whose CIs do not contain zero are considered significant. The other measure, 

which is more aligned with standard frequentist approach, derives a p-value of the 

mean posterior estimate for the parameter under the null hypothesis. In the model 

output, we included both measures.   

3. Results 

Descriptive statistics of the keystroke measures for each argument category are 

presented in Table 6. As shown, data elements were identified in all 99 essays. Final 

claims were produced in 93 essays and primary claims were produced in 52 essays. 

A pattern in the two P-burst measures is apparent in the descriptive data in which 

P-bursts in the formulation of primary claims and final claims were longer than in 

data but contained fewer characters. Additionally, the descriptive data seems to 

indicate that the product process ratio was higher in the production of final claims 

and primary claims than data. As for pause-related indices, slightly longer pauses 

were observed in text production for data than final claims and primary claims. 
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Table 6. Descriptive Statistics of Keystroke Analytics for Each Argument Category 

 

Our research question asks to what extent keystroke logging measures predict 

argument categories in L2 argumentative writing. Table 7 presents the results of the 

fixed effects in the regression analysis which include the posterior mean (similar to 

log-odds ratio in frequentist statistics) for each parameter value, the 95% CI, and 

the frequentist p-value. The argument category of final claim as compared to data 

was significantly predicted by product process ratio (p-MCMC < .000), mean length 

of P-bursts in seconds (p-MCMC < .000), and mean length of P-bursts in characters 

(p-MCMC < .004). The 95% CIs of these fixed effects indicated that the odds of final 

claims increased when there was a higher product process ratio, a longer P-burst in 

seconds, or a shorter P-burst in characters.  The model reported no significant 

prompt effect on the production of final claims compared to data (p-MCMC = .988). 

There were also no significant differences in the L2 writers’ pausing behaviors when 

producing final claims and data (p-MCMC = 0.142 for mean length of pauses, p-

MCMC = 0.878 for mean length of within-word pauses, and p-MCMC = 0.167 for 

mean length of between-word pauses). The model also found that the argument 

category of primary claim as compared to data in writing was significantly predicted 

by mean length of P-bursts in seconds (p-MCMC < .000) and mean length of P-bursts 

in characters (p-MCMC < .000). Based on the CIs of these two fixed effects, these 

results indicated that the odds of primary claim increased when there was a longer 

P-burst in seconds or a shorter P-burst in characters. The writing prompt did not 

play a significant role in distinguishing between primary claims and data (p-MCMC 

= .264), nor did product process ratio (p-MCMC = .127). Additionally, no significant 

 

 

Keystroke Logging 

Indices 

Final Claim  

(n = 93) 

Primary Claim  

(n = 52) 

Data  

(n = 99) 

M SD M SD M SD 

product vs. process 

ratio 

0.865 0.083 0.844 0.098 0.822 0.07 

mean length of P- burst 

in seconds 

84.687 130.763 148.759 85.03 51.504 36.577 

mean length of P- burst 

in characters 

42.912 29.235 38.521 21.639 49.694 30.859 

mean length of pauses 0.683 0.359 0.704 0.245 0.711 0.248 

mean length of within-

word pauses 

0.373 0.098 0.367 0.078 0.387 0.102 

mean length of 

between-word pauses 

1.203 0.64 1.138 0.475 1.181 0.441 
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differences were found in the writers’ pausing behaviors in composing primary 

claims and data (p-MCMC = 0.483 for mean length of pauses, p-MCMC = 0.237 for 

mean length of within-word pauses, and p-MCMC = 0.654 for mean length of 

between-word pauses).   

 

Table 7. Fixed Effects of the Multinomial Mixed Effects Logistic Regression Model 

 

* p <.05  ** p  < .010  *** p < .001 

 Posterior 

mean 

Lower 

boundary of 

95% CI 

Upper 

boundary of 

95% CI 

p-MCMC 

Final Claim vs. Data     

Intercept  -7.112 -11.852 -2.592 0.002** 

Prompt: Competition 0.003 -0.73 0.722 0.988 

Product process ratio 9.681 5.059 14.946 0.000*** 

Mean length of P-bursts in 

seconds  

0.012 0.005 0.192 0.000*** 

Mean length of P-bursts in 

characters  

-0.022 -0.039 -0.007 0.004** 

Mean length of pauses -1.18 -2.791 0.409 0.142 

Mean length of within-word 

pauses 

-0.306 -4.283 3.532 0.878 

Mean length of between-

word pauses 

-0.601 -1.457 0.273 0.167 

Primary Claim vs. Data     

Intercept  -2.088 -7.583 3.731 0.467 

Prompt: Competition 0.528 -0.348 1.467 0.264 

Product process ratio 4.383 -1.393 9.958 0.127 

Mean length of P-bursts in 

seconds  

0.018 0.011 0.025 0.000*** 

Mean length of P-bursts in 

characters  

-0.038 -0.062 -0.016 0.000*** 

Mean length of pauses -0.63 -2.466 1.022 0.483 

Mean length of within-word 

pauses 

-3.31 -8.816 2.045 0.237 

Mean length of between-

word pauses 

-0.781 -1.912 0.262 0.154 
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We checked for issues of autocorrelation between successive draws in the Markov 

chains. No strong autocorrelation was detected, indicating that a next value was not 

influenced by the previous value in the chains. We also examined how well the 

Markov chains converged to the posterior distribution (i.e., reached stationarity) by 

visually checking the traces via the trace plots for each parameter. None of the plots 

shows a clear sign of bending in any specific direction, indicating good 

convergence (Lunn et al., 2013). 

4. Discussion  

The goal of this study was to investigate the associations between L2 undergraduate 

students' keystroke activities and the argument elements they constructed in the 

writing process. Unlike previous studies that only focused on the structural features 

of argumentation in the written products (e.g., Chandrasegaran, 2008; Nussbaum & 

Schraw, 2007), this study approached L2 written argumentation from a process-

based perspective by first linking the writer's keystroke logs to individual argument 

categories and then building a multinomial mixed effects logistic regression model 

to predict the argument categories based on the keystroke analytics. In general, our 

study reported distinct keystroke behavioral patterns of L2 undergraduate writers 

when they composed argument elements of different categories.  

Specifically, our study showed that when L2 undergraduate writers were 

constructing final claims compared to data in their text production, they tended to 

make fewer revisions (a higher product process ratio) and engage in longer 

durations of continuous text production between pauses (longer P-bursts in 

seconds) with fewer character produced (fewer characters per P-bursts). Taken 

together, these results generally indicate relatively lower cognitive costs for L2 

writers while producing final claims in written argumentation. One contributing 

factor might be the initial planning performed before the composing process 

begins. Although we did not record this initial planning activity, it was plausible that 

writers were mentally formulating and rehearsing their stance on the issue 

described in the writing prompt while they were reading the prompt and getting 

prepared to write. This type of initial planning could be done rapidly, implicitly, and 

unconsciously (Torrance, 2016), thus more or less relieving the cognitive demand 

when they were actually writing the final claim. Another contributing factor might 

be related to the priming effect from the writing prompt. When formulating a final 

claim in an argumentative essay, the writer needs to advance his/her position or 

assertion in response to a contentious topic or problem as described in the writing 

prompt (e.g., "I agree that people achieve more success by cooperation."). In many 

cases, the writing prompt (as those used in the present study) provides alternative 

stances or possible solutions as well as essential linguistic cues to prompt the writer 

to formulate a final claim, which results in less demand on his/her cognitive 
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capacity. In contrast, justifying claims with supporting data entails a set of complex 

reference, thinking, and reasoning skills (Schwarz & Asterhan, 2010). This is 

especially true in timed independent writing, as is the case in our study, where the 

writers may need to critically evaluate and analyze the situation while constantly 

retrieving from their long-term memory relevant knowledge and information to 

substantiate their claims, which constitutes high cognitive costs in writing. 

The pattern of P-burst in the writing episodes for final claim as compared to 

those for data also merits explanation. In particular, the L2 undergraduate writers 

tended to write in longer durations of P-bursts in seconds when constructing final 

claims as compared to data. However, these prolonged P-bursts did not yield 

proportionally more text in terms of P-bursts in character. Instead, fewer characters 

were generated within the P-bursts when the L2 writers were constructing final 

claims. Whereas previous research generally documented the temporal and textual 

length of P-bursts as two congruent measures in characterizing P-burst (e.g., Revesz 

et al., 2017; Spelman Miller et al., 2008), our study suggested that this might not 

always be true, at least in L2 written argumentation. The contradicting results 

reported on these two measures of P-bursts (seconds versus characters) implied 

that the L2 undergraduate writers may have translated ideas during planning stages 

less fluently when formulating final claims compared to data. This might be 

attributed to the more linguistic constraints in constructing final claims given that 

the length of P-burst is commonly recognized as an indicator of individual linguistic 

capacities (Galbraith & Baaijen, 2019). Whereas L2 writers might have greater 

cognitive space when formulating supporting reasons, facts, and examples into the 

target language, they may presumably feel more rigidity in articulating the 

overarching final claim to meet the expectations of addressing the prompt head-on 

in clear and concise language.  

The same P-burst pattern was reported for the production of primary claim as 

compared to that of data. The longer duration of P-bursts as displayed by the L2 

writers in constructing primary claims might also be attributed to a planning effect. 

Writing behavior research has generally documented longer planning episodes and 

more content planning at the boundaries of larger linguistic units such as sentences 

or paragraphs (e.g., Linnemann, 2019; Spelman Miller, 2000; Schilperoord, 1996). 

Given that it is a common practice to formulate primary claims at the beginning of 

a paragraph to set the nature and scope of the ensuing argument, it may be 

postulated that L2 writers likely engaged in longer planning and developed fuller 

idea packages for primary claims than data, which resulted in a more prolonged 

execution period. However, the construction of primary claims in written 

argumentation is by no means easy, especially for non-expert writers. Primary 

claims are considered important nodes in argument substructures that contribute 

to structural complexity in extended argumentative text by connecting to the main 

claim and supporting evidence (Crammond, 1998). This feature might exert 
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constraints on L2 writers’ linguistic capacity in producing primary claims that are 

expected to not only echo the main points embodied in the final claim but also set 

the tone and scope of the supporting data. These constraints likely moderated the 

L2 writers’ production rate when they were converting their ideas into words, 

resulting in fewer characters produced within P-bursts.       

This study affords both theoretical and practical implications. Theoretically, this 

study demonstrated that writers’ behaviors and strategies in argumentation can be 

observed and analyzed using keystroke logging techniques and the underlying 

cognitive activities involved can thereby be inferred. The results thus shed light on 

the interplay between writing behaviors and cognition in L2 written argumentation. 

This process-based approach to written argumentation may serve as a catalyst for 

follow-up studies that use keystroke logging to investigate a variety of other 

linguistic and rhetorical features related to argumentative writing. Practically, the 

revelation of this study that a set of keystroke logging measures significantly 

predicted the argument categories L2 writers constructed in the writing process 

point to a promising direction for current automated writing evaluation (AWE) 

development. A fundamental problem with the majority of AWE systems available 

today is that their feedback focuses only on the textual features of the written 

product and makes limited use of writing process data for feedback provision 

(Chukharev-Hudilainen, 2019). As can be extrapolated from our findings, 

integrating keystroke logging into AWE systems would help improve the systems' 

performance in discourse elements classification and in turn facilitate automated 

process-based feedback concerning writers' behaviors and strategies in written 

argumentation. Pedagogically, the different behavioral patterns in L2 written 

argumentation revealed in this study could be used by instructors to provide L2 

students with more appropriate support programming. To illustrate, the P-burst 

patterns observed in L2 writers' formulation for final claims and primary claims may 

suggest the need for interventions in student planning strategies or language 

preparation for producing these elements. In this sense, keystroke logging data may 

help instructors to pinpoint L2 learners' difficulties in writing as a starting point for 

interventions.  

5. Conclusion 

In sum, the present study reported that L2 undergraduate writers displayed distinct 

keystroke behaviors when constructing different argument categories in writing 

argumentative essays. When constructing final claims compared to data, the L2 

writers generally had fewer revisions and their writing process featured longer 

spans of P-bursts although their production fluency within these P-bursts was 

relatively lower. A similar writing behavior pattern was revealed when comparing 

their writing processes for primary claims and data, except that no significant 

difference was found in their revision behaviors. These findings shed light on the 
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varying cognitive loads and activities L2 undergraduate writers may experience 

when building different argument elements in written argumentation. 

One shortcoming of the dataset used in this study is the rarity of counterclaims 

and rebuttals found in L2 undergraduate writers' essays, which negated the 

opportunity for us to examine L2 writers' keystroke activities when they engaged in 

counter-argumentation. The paucity of counterclaims and rebuttals in our data is 

not surprising given that previous research has generally documented a lack of 

counterarguments in many L2 learners' argumentative writing. There are several 

possible contributing factors. Foremost, counter-argumentation likely entails 

increased cognitive load (Coirier et al., 1999) and a desire to maintain cognitive 

consistency (Simon & Holyoak, 2002), which might pose a challenge to most L2 

writers. Moreover, many L2 writers might lack sufficient knowledge in counter-

argumentation or they might be unfamiliar with the rhetorical traditions in Anglo-

American academic essays where considering and rebutting an opposing side is 

often valued as a hallmark of good argument (Andriessen et al., 2003; Nussbaum & 

Schraw, 2007; Voss & Means, 1991). However, this problem can be mitigated by 

providing L2 writers with a clear goal instruction in writing prompts to elicit more 

counterarguments (Nussbaum & Kardash, 2005) or some short-term instructional 

interventions on counter-argumentation before testing their argumentation skills 

(Liu & Stapleton, 2014). Future research may use these strategies to increase the 

number of counterclaims and rebuttals in data collection.  

There are also several other limitations that need to be acknowledged. Firstly, 

we did not take account of the L2 undergraduate writers' typing skills when 

analyzing their keystroke activities. However, individual variances in typing skills 

might have played a role in the keystroke outcomes given that these skills are 

considered an important factor affecting online text production when generating 

digital texts (Van Waes et al., 2019). Secondly, due to the scope of this study, we 

analyzed argumentative structures of the L2 essays by merely focusing on the 

presence of discrete Toulmin argument elements. Admittedly, the relationships 

between the elements as well as their relative positions or distances from one 

another in the text are also important structural features that were not analyzed 

(e.g., Crossley et al., 2022; Ferretti et al., 2009). Moreover, the sample size used in 

this study is relatively small, which might have constrained the statistical power of 

our model in predicting different argument categories. With a larger sample, more 

nuanced differences in keystroke activities of the L2 writers might have been 

detected and accordingly better classification results might have been yielded.   

Overall, our study showed that a series of observed keystroke behaviors were 

associated with different argument categories L2 undergraduate writers 

constructed during the writing process. Inferences about the L2 writers' underlying 

cognitive activities while constructing these argument categories can be drawn 

based on the keystroke analytics. On a cautionary note, however, these inferences 



 

TIAN, KIM & CROSSLEY  L2 MAKING SENSE OF WRITTEN ARGUMENTATION WITH KSL |  456 

need to be taken conservatively. The alignment of keystroke measures with 

cognitive processes has never been unambiguous (Galbraith & Baaijen, 2019). While 

keystroke logging can be synchronous with the text production process, the logged 

keystrokes are considered to offer only indirect behavioral observation of the 

covert cognitive activities in a writing session. Hence, interpretations of the 

keystroke information in reference to the writer's cognitive processes are largely 

speculative and limited (Hoang, 2019). Although it is beyond the scope of our study 

to pinpoint the exact cognitive processes L2 writers undergo when constructing 

different argument elements, such a detailed, process-based cognitive account of 

L2 written argumentation is needed to help better understand how L2 writers 

coordinate different cognitive resources in written argumentation. A sensible 

practice in this concern would be to supplement keystroke logging data with eye-

tracking, think-aloud protocols, or stimulated retrospective interviews to shed 

further light on writers' cognitive activities, as has been demonstrated in recent 

writing process research (e.g., Chukharev-Hudilainen et al., 2019; Michel et al., 2020; 

Leijten & Van Waes, 2013).  
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